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Abstract: With the emergence of new measures of entropy there is a need to find relation between entropies. There are 
various methods to deal with these. The present paper deals with the the equivalence of Kapur’s [4] and Behra Chawla’s 
[1] measures, using three different methods. 
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1. Introduction 
 
Let 𝑃 = (𝑝1 , 𝑝2 , 𝑝3 ……… . 𝑝𝑛) be a probability distribution 
then Shannon[10] gave the measure of entropy 

 𝑆 𝑃 = − 𝑝𝑖𝑙𝑛𝑝𝑖
𝑛
𝑖=1                                    (1) 

to measure the uncertainty, diversity or equality represented 
by 𝑃. 
 
Later Behra Chawla[1] and Kapur[4] gave following 
measures of entropy: 

𝐵 𝑃 =
1 − ( 𝑝𝑖

1/𝛾)𝛾𝑛
1

1 − 2𝑟−1
 ,         𝛾 > 0 ,    𝛾 ≠ 1           (2) 

𝑎𝑛𝑑𝐾 𝑃 =  
1 − ( 𝑝𝑖

1

𝛾)𝛾𝑛
1

1 − 𝛾
𝛾 > 0,    𝛾 ≠ 1            3  

Both these measures are non-additive and obtained from 
quite different consideration. It is also obvious that 𝑆(𝑃) is 
the limiting care of 𝐵(𝑃) and 𝐾(𝑃) 

lim
∝→1

B(P)  = 𝑆 𝑃 𝑎𝑛𝑑 lim
∝→1

K(P) = 𝑆 𝑃                  (4) 
Now suppose only partial information about 
𝑝1 , 𝑝2 , 𝑝3 ……… . 𝑝𝑛 in terms of moments are available in the 
following form. 

𝑝1 , 𝑝2, 𝑝3 ……… . 𝑝𝑛 ≥ 0 , 𝑝𝑖

𝑛

1

= 1 𝑎𝑛𝑑 𝑝𝑖

𝑛

1

𝑔𝑟𝑖 = 𝑎𝑟 5  

𝑟 = 1,2, ………𝑚,    𝑚 + 1 < 𝑛 
 
These are in general not sufficient to determine 
𝑝1 , 𝑝2 , 𝑝𝑛uniquely. However with the help of Jaynes [3] 
maximum entropy principle “we should choose 
𝑝1 , 𝑝2 , ……… . 𝑝𝑛which maximizes 𝑆(𝑃) subject to (5)” we 
can find 𝑝1 , 𝑝2 , ……… . 𝑝𝑛 . 
 
Later Kapurand Kesavan [6] generalized Jayne’s principle 
and stated that we shall choose 𝑝1 , 𝑝2 , ……… . 𝑝𝑛which 
maximizes any other measure of entropy subject to (5)Nayak 
[7]describes that in general different measures of entropy 
arrange a given set of probability distribution in different 
order for their uncertainty or diversity. Thus one measure 
may give the result that 𝑃 is more uncertain then 𝑄, while 
another measure may give the result that 𝑃 is less uncertain 
then 𝑄. In spite of this different measures of entropy have 
been used in Economics, Genetics, Sociology, Ecology and 
so many other fields [11], because of the fitness of different 
measures for different situations. 
 
However some measures in spite of being different, may 
lead to same arrangements and inparticular they may lead to 
the same probability distribution as MEPD we call these 

measures as equivalent from the generalized maximum 
entropy point of view or from the point of view of arranging 
probability distributions according to their entropies or 
equalities or diversities. Kapur [5]in his famous treatise has 
shown Havrda-Charvat [2],Renyi [8] Behra Chawla [1] 
Sharma mittal [9] entropies as equivalent entropies. Using 
the same methodology we will prove in section 2 
equivalence of 𝐵(𝑃) 𝑎𝑛𝑑𝐾(𝑃) 
 

2. Proof of Equivalence 
 
From (2) and (3) it is obvious that 

( 𝑝𝑖
𝛾)𝛾 = 1 −  1 − 𝛾 𝐾 𝑃 =   1 −  1 − 2𝛾−1 𝐵 𝑃    (6) 

Now take the case 𝛾 > 1 
𝐾 𝑃 ≷ 𝐾(𝑄)  ⟺  1 − 𝛾 𝐾 𝑃 ≷  1 − 𝛾 𝐾(𝑄) 
⇔ 1 −  1 − 𝛾 𝐾 𝑃 ≷ 1 −  1 − 𝛾 𝐾(𝑄) 

⇔ 1 −  1 − 2𝛾−1 𝐵 𝑃 ≷ 1 −  1 − 2𝛾−1 𝐵(𝑄)  
𝐵 𝑃 ⇔ 𝐵 𝑄                                                                     (7) 

This proves that 𝐾 𝑃  and 𝐵 𝑃  increases or decreases 
together when 𝛾 < 1 
 

𝐾 𝑃 ≷ 𝐾 𝑄 ⇔  1 − 𝛾 𝐾 𝑃 ≷  1 − 𝛾 𝐾(𝑄) 
⇔ 1 −  1 − 𝛾 𝐾 𝑃 ≷ 1 −  1 − 𝛾 𝐾(𝑄) 

⇔ 1 −  1 − 2𝛾−1 𝐵 𝑃 ≷ 1 −  1 − 2𝛾−1 𝐵(𝑄)  
⇔ − 1 − 2𝛾−1 𝐵 𝑃 
≷ 1 −  1 − 2𝛾−1 𝐵(𝑄) 

⇔ 𝐵 𝑃 ≷ 𝐵 𝑄                                           (8)  
So it is established that  𝐾 𝑃  and 𝐵 𝑃  increases or 
decreases together when 𝛾 < 1. In case𝛾 = 1, 𝐾 𝑃  and 
𝐵 𝑃  both becomes 𝑆(𝑃) so equivalent. 
 
3. Another Proof of Equivalence 
 
From (6)   1 − 𝛾𝐾 𝑃 =   1 − 2𝛾−1 𝐵(𝑃) 

∵
𝑑𝐾(𝑃)

𝑑𝐵(𝑃)
 =  

1 − 2𝛾−1

1 − 𝛾
> 0 𝑓𝑜𝑟𝑎𝑙𝑙𝑣𝑎𝑙𝑢𝑒𝑠𝑜𝑓𝛾 ≷1

1  (9) 

So,𝐾 𝑃  and 𝐵 𝑃  increases or decreases together. Since 
 𝑝𝑖

𝑛
1 =  𝑞𝑖

𝑛
1 = 1. So, MEPD given by 𝐾 𝑃  and 𝐵 𝑃  are 

same. 
 

4. Alternative Proof of Equivalence 
 
Using Lagrange’s method maximizing 𝐵 𝑃 and 𝐾 𝑃  
subject to constraints (5) we get 
Lagrangian𝐿 ≡ 𝐵 𝑃 +  𝜆0  𝑝𝑖 − 1 + 𝜆1 ( 𝑝𝑖𝑔1𝑖 −
𝑎1)+𝜆2(𝑝𝑖𝑔2𝑖−𝑎2)+ ………. 𝜆𝑚(𝑝𝑖𝑔𝑚𝑖−𝑎𝑚)                 . 
..(10) 
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𝜕𝐿

𝜕𝑝𝑖

= ⟹
( 𝑝𝑖

1/𝛾𝑛
1 )𝛾−1𝑝𝑖

1/𝛾−1

1 − 2𝛾−1

=  𝜆0 + 𝜆1𝑔1𝑖 + 𝜆2𝑔2𝑖 + ………
+ 𝜆𝑚𝑔𝑚𝑖                                   . . . (11) 

Lagrangian𝐿 ≡ 𝐾 𝑃 +  𝜆0
′  𝑝𝑖 − 1 + 𝜆1

′( 𝑝𝑖𝑔1𝑖 −
𝑎1)+………….+𝜆𝑚′(𝑝𝑖𝑔𝑚𝑖−𝑎𝑚) 

𝜕𝐿

𝜕𝑝𝑖

= ⟹
( 𝑝𝑖

1/𝛾𝑛
1 )𝛾−1𝑝𝑖

1/𝛾−1

1 − 𝛾

=  𝜆0
′ + 𝜆1

′𝑔𝑙𝑖 + 𝜆2
′𝑔𝑧𝑖 +  ………………

+ 𝜆𝑚
′𝑔𝑚𝑖                 . . . (12) 

 
where  𝜆0, 𝜆1 , 𝜆2 ………𝜆𝑚  𝑎𝑛𝑑 (𝜆0

′, 𝜆1
′, …………𝜆𝑚

′) are 
obtained by using the constraint (5) 
Equations (11) and (12) can be written as  

𝑝𝑖 = (𝜇0 + 𝜇1𝑔1𝑖 + 𝜇2𝑔2𝑖 + ………… . +𝜇𝑚𝑔𝑚𝑖 )
𝛾

1−𝛾     (13) 
where 𝜇0, 𝜇1, 𝜇2 ………… . 𝜇𝑚  are obtained by using the 
constraints (5) and as such have the same values in case of 
𝐵 𝑃 and 𝐾 𝑃 . Thus we have established MEPD under 
constraint (5) remains the same whether we use 𝐵 𝑃 or 
𝐾 𝑃  
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