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Abstract: This paper is concerned with the construction of two-step hybrid block Simpson’s methods with two and three off-grid points for the solutions of stiff systems of ordinary differential equations (ODEs). This is achieved by transforming a k-step multi-step method into continuous form and evaluating at various grid points to obtain the discrete schemes. The discrete schemes are applied each as a block for simultaneous integration. Each block matrix equation is A-stable and of order [5,5,5,6] and [6,6,6,6] respectively. These orders are achieved by the aid of Maple13 software program. The performance of the methods is demonstrated on some numerical experiments. The results revealed that the hybrid block Simpson’s method with two-off grid points was more efficient than that hybrid block method with three-off grid points on mildly stiff problems.
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1. Introduction

A considerable literature exists for the conventional k-step linear multi-step methods for the solution of ordinary differential equations (ODE’s) of the form

\[ y' = f(x, y), \quad y(a) = y_0, \quad x \in [a, b] \]  

(1)

Where \( y \) satisfies a given set of initial condition (Ibijola, et al, 2011), and we assume that the function \( f \) also satisfies the Lipschitz condition which guarantees existence, uniqueness and continuous differentiable solution, [6]. For the discrete solution of (1) linear multi-step methods has being studied by [7],[8], and continuous solutions of (1) [9]and[12],[13]. One important advantage of the continuous over the discrete approach is the ability to provide discrete schemes for simultaneous integration. These discrete schemes can as well be reformulated as general linear methods (GLM) [2]. The block methods are self-starting and can directly be applied to both initial and boundary value problems [3] and [17]. Block methods for solving ordinary differential equations have initially been proposed by[10] who advanced their use only as a means of obtaining starting values for predictor-corrector algorithms. Several authors [3],[4],[5],[11],[13],[15],[16],[ 17] among others, have modified it to be more efficient as a computational procedure for the integration of IVPs throughout the range of integration rather than just as a starting method for method for multistep methods [1].

In this paper we present a two-step hybrid block Simpson’s method with two and three off-grid points. By using [12],[14] approach, the derived schemes will be applied in block form in other to achieve its order and error constants; the region of absolute stability, and the results of absolute errors.

2. Derivation of the Method

Consider the collocation methods defined for the step \( |x_n, x_{n+1}| \) by

\[ y(x) = \sum_{j=0}^{m-1} \alpha_j(x)y_{n+1} + h \sum_{j=0}^{m-1} \beta_j(x)f(x_j, y(x_j)) \]  

(2)

Where \( t \) denotes the number of interpolation points \( x_{n+j}, j = 0, \cdots, t-1 \), and \( m \) denotes the number of distinct collocation points \( \bar{x}_j \in [x_n, x_{n+k}] \) \( j = 0,1,\cdots, m-1 \) the points \( \bar{x}_j \) are chosen from the step \( x_{n+j} \) as well as one or more off-step points.

The following assumptions are made;

1) Although the step size can be variable, for simplicity in our presentation of the analysis in this paper, we assume it is constant \( h = x_{n+1} - x_n \), \( N = \frac{b-a}{h} \) with the steps given by \( \{x_n / x_n = a + nh, n = 0,1,\cdots, N\} \),

2) That (1) has a unique solution and the coefficients \( \alpha_j(x), \beta_j(x) \) in (2) can be represented by polynomial of the form

\[ \alpha_j(x) = \sum_{j=0}^{m-1} \alpha_{j+1}x^j, \quad j \in \{0,1,\cdots, t-1\} \]  

(3)

\[ h\beta_j(x) = h \sum_{j=0}^{m-1} \beta_{j+1}x^j, \quad j \in \{0,1,\cdots, m-1\} \]  

(4)

With constant coefficients \( \alpha_{j+1}, h\beta_{j+1} \) and collocation conditions

\[ \bar{y}(x_{n+j}) = y_{n+j}, \quad j \in \{0,1,\cdots, t-1\} \]  

(5)

\[ \bar{y}'(x_j) = f(x_j, \bar{y}(x_j)), \quad j \in \{0,1,\cdots, m-1\} \]  

(6)

\[ \bar{y}'(x_j) = f(x_j, \bar{y}(x_j)) \]  

(6)
With these assumptions we obtained an MC polynomial in the form

\[ y(x) = \sum_{j=0}^{m+1} \alpha_j x^j, \quad \alpha_j = \sum_{j=0}^{m+1} C_{i+1+j} + \sum_{j=0}^{m} C_{i+1+j} f_{x^j} \]  

(7)

And also we get D Matrix as follows:

\[
D = \begin{pmatrix}
1 & x_n & x_n^2 & \cdots & x_n^{j+m-1} \\
1 & x_{n+1} & x_{n+1}^2 & \cdots & x_{n+1}^{j+m-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_{n+m-1} & x_{n+m-1}^2 & \cdots & x_{n+m-1}^{j+m-1} \\
0 & 1 & 2x_n & \cdots & (t + m - 1)x_n^{j+m-2} \\
0 & 1 & 2x_{n+1} & \cdots & (t + m - 1)x_{n+1}^{j+m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 1 & 2x_{n+m-1} & \cdots & (t + m - 1)x_{n+m-1}^{j+m-2}
\end{pmatrix}
\]  

(8)

The matrix (8) becomes;

\[
D = \begin{pmatrix}
1 & x_n & x_n^3 & x_n^4 & x_n^5 & \cdots & x_n^{j+m-1} \\
0 & 1 & 2x_n & 3x_n^2 & 4x_n^3 & 5x_n^4 & 6x_n^5 \\
0 & 1 & 2x_{n+1} & 3x_{n+1}^2 & 4x_{n+1}^3 & 5x_{n+1}^4 & 6x_{n+1}^5 \\
0 & 1 & 2x_{n+2} & 3x_{n+2}^2 & 4x_{n+2}^3 & 5x_{n+2}^4 & 6x_{n+2}^5 \\
\end{pmatrix}
\]  

(9)

The parameters required for equation (8) to obtain two step block hybrid Simpson’s method (BHSM2) are \( k = 2, t = 1, m = k + 3; \)

\[
\begin{align*}
X_0 &= \{x_n, x_{n+\frac{1}{2}}, x_{n+1}, x_{n+\frac{3}{2}}, x_{n+2}\} \\
\end{align*}
\]

The matrix (8) becomes;

\[
D = \begin{pmatrix}
1 & x_n & x_n^3 & x_n^4 & x_n^5 & \cdots & x_n^{j+m-1} \\
0 & 1 & 2x_n & 3x_n^2 & 4x_n^3 & 5x_n^4 & 6x_n^5 \\
0 & 1 & 2x_{n+1} & 3x_{n+1}^2 & 4x_{n+1}^3 & 5x_{n+1}^4 & 6x_{n+1}^5 \\
0 & 1 & 2x_{n+2} & 3x_{n+2}^2 & 4x_{n+2}^3 & 5x_{n+2}^4 & 6x_{n+2}^5 \\
\end{pmatrix}
\]

Using the maple software program and evaluating (9) at the grid-points, \( x = \{x_{n+\frac{1}{2}}, x_{n+1}, x_{n+\frac{3}{2}}, x_{n+2}\} \), we get four discrete schemes. Hence, the hybrid block methods are as follows

\[
\begin{align*}
y_{n+\frac{1}{2}} &= y_n + \frac{h}{120} \left[ 251f_n + 646f_{n+\frac{1}{2}} - 264f_{n+1} + 106f_{n+\frac{3}{2}} - 19f_{n+2} \right] \\
y_{n+1} &= y_n + \frac{h}{720} \left[ 29f_n + 124f_{n+\frac{1}{2}} + 24f_{n+1} + 4f_{n+\frac{3}{2}} - f_{n+2} \right] \\
y_{n+\frac{3}{2}} &= y_n + \frac{h}{1440} \left[ 27f_n + 102f_{n+\frac{1}{2}} + 72f_{n+1} + 42f_{n+\frac{3}{2}} - 3f_{n+2} \right] \\
y_{n+2} &= y_n + \frac{h}{75} \left[ 7f_n + 32f_{n+\frac{1}{2}} + 12f_{n+1} + 32f_{n+\frac{3}{2}} + 7f_{n+2} \right]
\end{align*}
\]  

(10)

The equations (10) when put together formed the block as

\[
\begin{pmatrix}
y_{n+\frac{1}{2}} \\
y_{n+1} \\
y_{n+\frac{3}{2}} \\
y_{n+2}
\end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \end{pmatrix} \begin{pmatrix} y_{n+\frac{1}{2}} \\ y_{n+1} \\ y_{n+\frac{3}{2}} \\ y_{n+2} \end{pmatrix} + h \begin{pmatrix} \frac{1823}{720} - \frac{11}{5} \frac{53}{720} - \frac{1}{1440} \\ \frac{31}{45} \frac{2}{3} \frac{1}{45} - \frac{1}{180} \\ \frac{51}{80} \frac{9}{20} \frac{21}{80} - \frac{3}{160} \\ \frac{12}{45} \frac{4}{15} \frac{12}{45} \frac{7}{45} \end{pmatrix} \begin{pmatrix} f_{n+\frac{1}{2}} \\ f_{n+1} \\ f_{n+\frac{3}{2}} \\ f_{n+2} \end{pmatrix}
\]

(11)

\[
\begin{pmatrix} y_{n+\frac{1}{2}} \\ y_{n+1} \\ y_{n+\frac{3}{2}} \\ y_{n+2} \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \end{pmatrix} \begin{pmatrix} y_{n+\frac{1}{2}} \\ y_{n+1} \\ y_{n+\frac{3}{2}} \\ y_{n+2} \end{pmatrix} + h \begin{pmatrix} \frac{251}{1440} \\ \frac{28}{180} \\ \frac{22}{45} \\ \frac{7}{45} \end{pmatrix} \begin{pmatrix} f_{n+\frac{1}{2}} \\ f_{n+1} \\ f_{n+\frac{3}{2}} \\ f_{n+2} \end{pmatrix}
\]  

(13)

3. Stability of Block method
The characteristic polynomial of the hybrid block method (7) and (13) is given as

$$\rho(R) = \det[R A^0 - A^1], \quad \text{where } A^0 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and } A^1 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

$$\rho(R) = \det \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} = \det \begin{bmatrix} R & 0 & 0 & -1 \\ 0 & R & 0 & -1 \\ 0 & 0 & R & -1 \\ 0 & 0 & 0 & R -1 \end{bmatrix} = 0$$

$$= R(R(R(1))) \Rightarrow R_1 = 0, R_2 = 0, R_3 = 0, R_4 = 1$$

Since \( |R_j| \leq 1, \quad j \in \{1, 2, 3, 4\} \) hence the method as a block is zero stable on its own, the hybrid block method is

$$\begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} y_{n+\frac{1}{2}} \\ y_{n+1} \\ y_{n+\frac{3}{2}} \\ y_{n+2} \\ y_{n+2} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} y_{n+\frac{1}{2}} \\ y_{n+1} \\ y_{n+\frac{3}{2}} \\ y_{n+2} \\ y_{n} \end{bmatrix} + h \begin{bmatrix} 413 \\ 103 \\ 175 \\ 61 \\ 12 \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix}$$

$$= \begin{bmatrix} f_{n+\frac{1}{2}} \\ f_{n+1} \\ f_{n+\frac{3}{2}} \\ f_{n+2} \\ f_{n+2} \end{bmatrix} + h \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix}$$

$$= \begin{bmatrix} f_{n+\frac{1}{2}} \\ f_{n+1} \\ f_{n+\frac{3}{2}} \\ f_{n+2} \\ f_{n+2} \end{bmatrix} + h \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix}$$

$$= \begin{bmatrix} f_{n+\frac{1}{2}} \\ f_{n+1} \\ f_{n+\frac{3}{2}} \\ f_{n+2} \\ f_{n+2} \end{bmatrix} + h \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix} \begin{bmatrix} \frac{720}{720} \\ \frac{175}{175} \\ \frac{1154}{1154} \\ \frac{1536}{1536} \\ \frac{80}{80} \end{bmatrix}$$

$$The \text{ characteristic of polynomial of the hybrid block method (7) and (14) is given as}$$

$$\rho(R) = \det[R A^0 - A^1], \quad \text{where } A^0 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and } A^1 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

$$\begin{bmatrix} R & 0 & 0 & -1 \\ 0 & R & 0 & -1 \\ 0 & 0 & R & -1 \\ 0 & 0 & 0 & R -1 \end{bmatrix} = 0$$

$$= R(R(R(1))) \Rightarrow R_1 = 0, R_2 = 0, R_3 = 0, R_4 = 1$$

Hence,

\[ \begin{bmatrix} R & 0 & 0 & -1 \\ 0 & R & 0 & -1 \\ 0 & 0 & R & -1 \\ 0 & 0 & 0 & R -1 \end{bmatrix} = 0 \]

3.1 Convergence Analysis

Order and Error constants of the Hybrid Block Simpson’s Methods

The hybrid block methods which are obtained in a block form with the help of a maple software have the following order and error constants for each block hybrid method.
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Table 1: HBSM2

<table>
<thead>
<tr>
<th>x</th>
<th>2</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n+\frac{1}{2}}) )</td>
<td>6</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n+1}) )</td>
<td>5</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n-\frac{1}{2}}) )</td>
<td>5</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n-1}) )</td>
<td>6</td>
</tr>
</tbody>
</table>

The method HBSM2 is of order 5, but for \( y(x = x_{n+2}) \) is order 6, and has error constants

\[
C_6 = \left[ \begin{array}{c} \frac{3}{10240} \\ \frac{1}{3760} \\ \frac{3}{10240} \\ -\frac{1}{15120} \end{array} \right]^T
\]

Evaluating point order Error constant

Table 2: HBSM3

<table>
<thead>
<tr>
<th>x</th>
<th>2</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n+\frac{1}{2}}) )</td>
<td>6</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n+1}) )</td>
<td>6</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n-\frac{1}{2}}) )</td>
<td>6</td>
</tr>
<tr>
<td>y(x)</td>
<td>( y(x = x_{n-1}) )</td>
<td>6</td>
</tr>
</tbody>
</table>

The method HBSM3 is of order 6 and has error constants

\[
C_7 = \left[ \begin{array}{c} -\frac{781}{15482880} \\ \frac{13}{322560} \\ -\frac{4075}{99004832} \\ \frac{23}{573440} \\ -\frac{1}{15120} \end{array} \right]^T
\]

3.2 Region of Absolute Stability

Using the MATLAB package, we were able to plot the stability regions of the block method (see fig1 and fig2). This is done by reformulating the block method as general linear method to obtain the values of the matrices A, B, U and V. These matrices are substituted into the stability matrix and using MATLAB software, the absolute stability regions of the new methods are plotted as shown in fig(1) for hybrid block method with two off-grid points and in fig (2) for hybrid block method with three off-grid points.

Figure 1: Stability region of the Block hybrid Simpson’s method for \( k=2 \) with two off-grid points (BHSM2)

Figure 2: Stability region of the Block hybrid Simpson’s method for \( k=2 \) with three off-grid points (BHSM3)

4. Numerical Experiments

The newly constructed methods are demonstrated on some initial value problems and the results are displayed below

Example 1

y'(x) = -8y_1 + 7y_2
y'(x) = 42y_1 - 43y_2

where

\( h = \frac{1}{17} \), \( y_1(0) = 1 \), \( y_2(0) = 8 \)

Exact Solution

\[ y_1(x) = 2e^{-x} - e^{-50x} \], \[ y_2(x) = 2e^{-x} + 6e^{-50x} \]

with stiff ratio \( 5.0 \times 10^1 \)

Example 2

y'(x) = 998y_1 + 1998y_2
y'(x) = -999y_1 - 1999y_2

where

\( h = \frac{1}{17} \), \( y_1(0) = 1 \), \( y_2(0) = 1 \)

and exact solution

\[ y_1(x) = 4e^{-x} - 3e^{-1000x} \], \[ y_2(x) = -2e^{-x} + 3e^{-1000x} \]

with stiff ratio \( 1.0 \times 10^3 \)

Example 3

\[ y'_1 = -3y_1 + 95y_2 \]
\[ y'_2 = -3y_1 - 97y_2 \]

where

\( h = \frac{1}{10} \), \( y_1(0) = 1 \), \( y_2(0) = 1 \)

and exact solution

\[ y_1(x) = \frac{95}{97}e^{2x} - \frac{48}{97}e^{286x} \], \[ y_2(x) = -\frac{48}{97}e^{286x} - \frac{1}{47}e^{2x} \]

with stiff ratio \( 4.8 \times 10^1 \)
5. Concluding Remarks

In this paper the newly constructed hybrid block methods were demonstrated on some stiff initial value problems (IVPs). From the absolute errors displayed on Tables (1-3) it can be seen that the BHSIM2 has been shown to be more efficient and converges very well on example1 table (1) and performs fairly on the rest tables, while BHSIM3 performs fair convergence throughout the tables. Therefore, the block hybrid Simpson’s methods is efficient, accurate and convergent on mildly stiff problems.
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