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Abstract: Data mining is the process of exploring and discovering patterns in large datasets. It involves analyzing a data set from 
different aspects and summarizing it into usable and useful information which can be used to minimize costs and increase efficiency. 
Students are unaware of the best institute suited for them due to insufficient information. A large number of students apply to
universities for admissions in various streams. This paper explores the various recommender mechanisms that use data mining and 
neural networks to tackle university admission problems.
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1. Introduction 

University College education plays an important role in a 
student’s life. Hence, choosing the right college for the right 
student is a highly challenging task. Although many 
universities have adapted to centralized admissions, the 
system is not efficient and a lot of time is spent in securing an
admission in the institutes. This is primarily due to large 
number of applications being submitted to universities every 
year. 

Recommender Systems are data filtering mechanisms [1] 
which focus on overload of information and filter out 
relevant chunks of data according to user preferences. Such 
systems have the ability to predict if a user may be interested 
in certain items based on their profile [2]. Such systems are 
widely used in e-commerce environments where the system 
is required to recommend items based on their shopping 
history [3]. 

These models can be applied to university admissions 
process as well. Ragab, Mashat and Khedra [4]have proposed 
two recommender systems that work together for high 
performance. The first system assigns the students a track for 
a preparatory year. The second system recommends the 
college based on whether the student has passed the first 
module or not. The algorithm uses previous historical GPA 
scores for predicting the probability of admission. 

The rest of the paper is structured as follows: Section 2 gives 
an overview about the related work in using recommender 
systems for university admissions. Section 3 discusses the 
models proposed by Ragab, Mashat and Khedra [4] which 
are based on Data Mining and Knowledge Discovery Rules. 
It also discusses a model proposed by Simon Fong, 
YainWhar Si and Robert P. Biuk-Aghai[] which is based on
Neural Networks and Decision Tree Classifiers. Section 4 
compares these models. Finally, the conclusions are 
presented in Section 5.

2. Related Work 

The system proposed by the authors Simon Fong and Robert 
P. Biuk-Aghai uses a composite model of neural networks 
and decision tree classification for university admission 

recommender system[5]. Every year, thousands of students 
apply to different universities. The universities have to
choose the most appropriate students from all the applicants 
which can be a very intricate task. Various factors such as
academic scores, gender and caste, proportion of local and 
overseas students etc. are taken into consideration while 
accepting the applications. In the proposed system the author 
suggests that various other factors such as academic 
performance can be contemplated from the secondary school 
that the students have been to. The students can be broadly 
classified into three main subgroups – 1) Top students that 
can be recommended for the reputed universities without 
any entrance examinations, 2) average students who can 
apply for various universities by appearing for their entrance 
exams and 3) low performing students. These subgroups can 
then be considered at the time of admissions. Thus, using 
this system, the universities can select the most suitable 
students for the course. Also, students can take factors such 
as difficulty, duration, cost etc. of the degree course into 
consideration while applying to the university [5]. 

Greg Linden, Brent Smith and Jeremy York have thoroughly 
described the recommendation system used by Amazon.com 
[6]. A recommendation algorithm called item-to-item 
collaborative filtering is used, which is independent of the 
number of customers or the number of products in the item-
catalog. Real-time, high quality recommendations can be
made even on massive data sets using this recommendation 
algorithm. In most other recommendation systems, a set of
customers who have purchased and rated the same products 
as the user are found out and accordingly recommendations 
are made. However, in item-to-item collaborative filtering, 
instead of customers, the items that the user has purchased 
and rated are identified and similar products are 
recommended [6].  

An electronic commerce recommendation system proposed 
and implemented byShu Liao, Tengyue Zou and Huiyou 
Chang[7] which uses association rules and sequential rules 
to recommend the appropriate products. Association rules 
give information of the products which are often bought 
together whereas; sequential rules provide information about 
the sequence in which different associated products are 
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bought. In most of the existing recommendation systems, 
only the association rules are considered and validated to
make suggestions, however, in this system the authors have 
used both, association rules and sequential rules 
simultaneously to get more suitable and appropriate 
recommendations. 

GopinathGanpathy and K. Arunesh have proposed two new 
recommendation models which are Rank-Reco and Test-
Reco based on ranking and testing measures respectively[8].
In the first method, based on ratings provided by the user, a 
smart system is constructed. These ratings are then 
converted into rankings. The similar aspects are identified in
this method by the numbers of ratings for the items by the 
users. In the second method, the inadequacy problem is
taken into consideration.A large number of items are 
presented in e-Commerce applications, but sometimes user 
only selects and rates afew items. This leads to sparse entries 
in the rating vector. In this case the significant user tastes are 
predicted based on paired t-test for difference of means. This 
two models generate recommendations for web user. 

A new concept based on the field of web usage mining, a 
new recommender system for user rating and synonyms 
based ranking of the websites has been proposed by
Anamika Rajput and Sushil Kumar Chaturvedi[9]. This 
paper focuses on data pre-processing which is the first step 
of web mining. In this system, when users search for a 
keyword then that keyword is searched along with related 
synonyms. Websites are displayed based on its search and 
user is asked to give rating. By user rating that page is
upgraded or degraded in the database. To differentiate and to
reduce data retrieved map reduce algorithm has been used. 
This recommender system is efficient and works faster.  

3. Recommender Systems for University 
Admissions 

A. HRSPCA: Hybrid Recommender System for 
Predicting College Admissions 

Admission to a university is a crucial factor in determining 
the success in carrying through the education. A large 
number of students are admissible to universities and the 
criteria for the same includes a lot more than just merit. 
Factors like student background, gender influence the 
eligibility of the students for a particular university.Ragab, 
Mashat, Khedra[4] propose an admission system which 
makes use of two recommenders to achieve concise and 
accurate results. The main goal is to provide the students 
useful courses and guidelines in a way that is best suited for 
them.The system comprises of two recommenders, for two 
different mechanisms, one for recommendation and the other 
for prediction. They are cascaded together and applied along 
with data mining techniques[10]. The main focus of the 
former is to provide guidelines for the students at the 
elementary stages Data mining techniques are applied to find 
similarities among a huge number of applicant students 
data[8]. After the completion of the process the students are 
represented with the courses and colleges appropriate for 
them while considering their grades and other criteria.  

To achieve the desired outcome, the system is divided into 
stages all of which are interrelated and only those students 

which successfully pass these stages are represented with the 
calculated interpretations.  

1) Web Portal 
The system structure consists of an interactive and 
correlative web-portal to ensure communication between 
applicants and the system provides facts and data about the 
search techniques. The applicant student is provided with a 
login ID and a password. The student must enter his/her 
personal data which includes name, date of birth, address, 
email, mobile number, social status, disability status and 
details regarding subsidization. Information about the 
school, the merits and grades of the student are registered. 
After these preliminary tasks, the available university 
courses are provided and selection must be done on the basis 
of the desires in priority. A suitable parameter is obtained 
from the entered data which can be used for further 
calculations. 

2) Enrollment stage 
The particulars are registered in the system successfully after 
the student enters the data. The user id and password is
provided to the student so as to enable access to the system 
and continue entering the necessary data in the further 
stages. 

3) Documentation and auditing 
All the necessary certificates and credentials are to be
provided by the students. Data clearing is cultivated in this 
stage, i.e. verification, validation, conversion and validation 
of the data takes place. This exercise is to verify the 
correction authentication of the student’s name, age, 
nationality, etc. A mail is sent to the students if any 
mismatch in the data is found. After this procedure, the 
validated data is stored in the system database. The 
documents of the students which are accepted are then sent 
further to the track recommender.  

4) Track Recommender 
The TR is a fundamental track sorting recommender. It
consists of a sorter and a filter. Tracks are made according to
the study tracks available provided by the universities. The 
sorter sorts students to these several tracks. After the sorter 
finishes its task, the filter is used to re-organize the students 
in two classes; the students who pass the courses 
successfully are sent to college recommender to be allocated 
to certain colleges and the students who fail are dropped and 
are postponed of services till they succeed. 

5) College Recommender 
The recommender contains two components, namely, the 
classifier and the allocator. Service is provided to those 
students who completed the courses triumphantly. The 
classifier categorizes the applicants according to the 
qualifications and the other components like the gender, 
background etc. the students are then allocated the 
respective universities in a just manner [11]. Pattern 
discovery rules of data mining are used for classification. 
For example, these rules can be used to distinguish the 
resident students from the immigrant students. Here a 
pseudocode of feature selection and knowledge discovery is
used. 
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6) College Predictor 
The predictor is used as a non-compulsory alternative so as
to provide optional help to students regarding the tracks and 
colleges. The current applicant i.e. student data is compared 
to the data already available in the system, the historic data. 
Thus the students are provided with the most suitable 
colleges [12]. The most probable colleges are represented 
according to his/her merit and the qualified exam marks in
prep year.  

This information provides guidelines to the student to
arrange his desires in priority.  

Figure 1: The HRSPCA Architecture 

To ensure the smooth functioning of the stages, certain rules 
are applied to the TR, CR and certain operations are used by
CP. 

7) Rules for TR
The TR focuses on the prep year criteria and the output 
allows the students to be clustered in the following five 
tracks: 

R1: Demographic student information: 
The data fields documented in the student personal data are 
governed. 

R2: Scientific Track: 
Different portions of the qualifying exams are considered- 
(50% of high school degree) + (30% of aptitude) + (20% of
achievement degree) 
  
R3: Literary Track: 
(60% of high school degree) + (40% of aptitude)  

R4: Affiliated Track 
(50% of high school degree) + (30% of aptitude) + (20% of
achievement degree)  

R5: Colleges with no preparatory years: 
The colleges which do not have tracks for the prep years are 
also considered. 

Here, the student data is preprocessed and filtered after the 
application of four main rules with the tracks. Furthermore, 
gender classification is applied on each rule. 

8) Rules for CR:

Data is obtained from the TR and the CR mainly governs 
college allocation based on the following criteria: 
R1: Passing all prep year courses 

R2: Minimum score required for the prerequisite courses 
offered by the college 

R3: Capacity of the college 
Thus various parameters can be established for different 
courses, and depending upon the restrictions, the allocation 
can be done appropriately. 

9) CP Operations: 
The qualified students have a high probability of admission 
whereas the admission of some of them may depend on
other factors. For example, more students can be admitted if
the college capacity increases. The rest may have no chances 
for attending colleges. 

Data mining is used in almost all of the stages; associations 
and sequences or correlations are used[10]. The data is
therefore represented in a close-packed manner to improve 
efficiency. Data clustering and classification are used to
categorize the data present into a format which is domain-
specific[13]. The recommendations are then obtained as the 
final output. 

B. Hybrid model of Neural Networks and Decision Tree 
Classifiers 

Fong, Si &Biuk-Aghai [14] believe that university 
admissions are dependent upon much more rather than just 
test scores. Admissions also rely on student backgrounds 
and changing finances and academic interest. Existing 
systems depend largely upon yes or no decisions and linear 
programming [15].

Student profiles are built by modelling attributes of the 
student to the weights of the neural networks. Historical data 
is used as a training data set. These networks are adaptive; 
they affect the categorization based on change in weights as
and when the system goes through additional training on
recent data [16].

Student data was observed during counselling sessions to
determine the basis on which students choose a university. 
Inputs to neural network are decided from these observed 
criteria. Each group of students applying to universities has a 
distinct neural network system. Hence a huge amount of
computations is required and training the network takes up a 
lot of time.  

A hybrid model is proposed which takes in a large number 
of input records m, and outputs results into n groups. For 
admission to universities, the system uses m student profiles 
which contain demographic and academic information and n
predicted universities into which a student may get 
admission into and the procedure through which the student 
should apply. 
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Figure 2: Classifying Students into different channels 

Step1): Back-propagation algorithm [17] is applied to train 
and construct a learning model and calculate the importance 
of input in correspondence to the output, such as university 
recommendation. Sort the input into a list as per feature. 

Step2): Input variable is added in the list produced by neural 
network to check and validate performance of C4.5 
algorithm [18] and error rate is noted. If theerror rate of the 
input at iteration i+1 is found to be higher than that of i, 
stop. Continue till full list is checked. 

Step3): The rules generated by the C4.5algorithm are 
checked by measuring its performance. When it satisfies the 
criteria set by the user, it is ready to be used with new data. 

Selection of correct variables most relevant to admission 
into a university is an important factor to achieve high 
accuracy of prediction. 

In this hybrid recommender model aback-propagation neural 
network algorithm was used to sort out the relative 
important input variables from the available ones. Once the 
neural network identifies the important input variables and 
eliminates the rest, the chosen variables are exported to the 
C4.5algorithms for generating a decision tree. A 
classification tree is then built by the generated rules of
university admissions. 

We can find the most favorable values of the weights that 
minimize the error between the measured and the output 
performance parameters from the neural network model. A 
relative importance of input concepts is used to establish a 
measure of significance for each input variable by defining 
the range of the values between 0 and 1 so that higher values 
are associated with more important variables after modeling 
in a neural network algorithm. 

From the neural network model, we can find the optimum 
values of the weights that minimize the error between the 
measured and the evaluated (output) performance 
parameters. After modeling in a neural network algorithm, a 
relative importance of input concepts is used to establish a 
measure of significance for each input variable by defining 

the range of the values between 0 and 1 so that higher values 
are associated with more important variables. 

Figure 3: Workflow of RSAU 

The loop procedure chooses best inputs for categorization. 
1. i = 1;
2. n = number of attributes, 
3. attributei represents the rank i attribute in the list 
generated by neural networks algorithm 
4. Repeat 
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4.1 select attribute1 to attributei as input attributes to build 
classifier by C4.5 algorithm 
4.2 calculate error rate ->ei
4.3i++ 
5. Until i = n or ei> e(i-1)

Output: The optimization classifier model with i attributes. 

4. Comparision 

The HRSPCA system was implemented using live data and 
the web portal was accessed by 66,000 students during the 
year 2012 by Khedra et. al. The students who passed the 
tests successfully and were allocated standard colleges and 
universities were close to 16,000. The students who were 
rejected may appear again. The practical experimental 
results are shown as follows: 
a) TR Outputs: 
The student marks are indicated in the output which is
calculated in the sorting process according to the weightage 
computed. The weights are calculated by taking the product 
of hours and degree. The students are classified using tracks 
chosen and the gender is also taken into consideration. 

Out of a total of about 19,000 students 28% were 
recommended to enter literary track, which included both 
male and female students while 58% students for scientific 
track. The scientific track included about 2,900 females and 
7,000 males. 18% were recommended affiliated track and 
only 600 students were recommended no prep year.  

b) CR outputs 
The capacity of the colleges is a major factor which is
considered while students are to be recommended for all 
available university colleges. The outputs include 
classification, again, according to gender. The output 
includes recommended student’s capacity and the colleges 
than can be acquired. 

The recommended outputs are compared to the colleges 
actually allocated to the students. The system trustability is
achieved and ensured when there is more positive response 
from the students. 

Neural Networks are being used extensively in the industry 
for many years now with adequate library support and 
implementations [19]. They are easy to conceptualize. The 
performance of the above hybrid algorithm of neural 
networks and decision tree classifier was tested with live 
student data.  

One of the advantages of a decision tree classifier is that it
takes a significantly less amount of time to learn a large 
dataset on a medium spec workstation. The proposed 
classifier was found to outperform other approaches such as
the C4.5 Classifier and the neural network classifier. Error 
rates were found to be significantly higher when the number 
of instances was less than 1000, implying that a certain 
amount of instances are required to positively affect 
performance. 

Neural networks using the back-propagation algorithm took 
about 20 minutes on the above mentioned platform. The 

hybrid model proposed by Fong, Si, Biuk-Aghai [14] uses 
back-propagation algorithm for the feature selection and 
then applies C4.5 algorithms to generate rules for university 
recommendation. 

Figure 4: Instance number vs running time comparison of
C4.5 Classifier 

 Although Neural Networks have a proven track record of
success for certain problem domains, but there are simpler 
and more cost effective alternatives available. Training 
outcome can be non-deterministic and depend crucially on
the choice of initial parameters. Training a neural work can 
take up a large amount of time depending upon the size of a 
dataset.  

Although the real students’ data used was from Macau, the 
design of the recommender is generic and applicable to
educational systems in other countries [20]. 

5. Conclusion 

University admissions are an important part of a student’s
life. Hence, a service must be available that guides the 
student properly. The system must be fast, accurate and 
light-weight to achieve higher efficiency. The system must 
be able to recommend a university based on the student’s
merit and choice. The HRSPCA system allocates students 
into suitable streams as well as suitable colleges. The 
HRSPCA works on cascaded hybrid recommender based on
knowledge discovery and data mining which leads to
accurate prediction and recommendation. 

Neural networks and decision tree classifiers were used to
develop a Recommender System of Admission to
University(RSAU). It analyzes student academic history to
calculate chances of admission to a certain university. The 
experiments showed that a hybrid decision tree and neural 
network approach improves accuracy in admission to
university classification task and performs substantially 
better than a single decision tree orneural network. 

Although these systems were tested on Saudi Arabian and 
Macau Universities, they are generic and can be applied to
any other universities also. 
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