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Abstract: In today's era, Wireless Sensor Network (WSN) has become one of the most challenging area of research as its application 
range from small data aggregation to large fields (IoT).  Wireless Sensor Network is used for diverse applications like agricultural 
monitoring, environmental monitoring, military, security, health-care any many more. Operating system (OS) plays a vital role in 
creating an efficient and reliable distributed application over the network.  Over the years, many operating systems have emerged in the 
field of WSN which ease in the development of an application. This paper discusses present operating system for wireless sensor network 
and their major advantages with issues. It also addresses the architecture design of various WSN operating systems like Tiny OS, 
Contiki, and Lite OS. Paper concludes with the comparative analysis of all WSN operating system on various parameters. 
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1. Introduction 

Advances in the area of Micro-electro-mechanical system 
(MEMS) and wireless communication technology leads to 
the miniaturization of low power sensor nodes. The nodes 
has the capability of sensing, performing various 
computations and ease of wireless communication. The 
collection of sensors will form an wireless sensor network. 
Each sensor node in a sensor network contains a micro 
controller chip, sensors, a radio transceiver and a memory as 
shown in Figure 1, a typical sensor node. Each node would 
sense its environment and would communicate with other 
nodes using multi-hop communication. The sensor node can 
monitor any type of environment and thus can be used for 
habitat monitoring, military, traffic control, home 
automation, agricultural monitoring and so on. The energy 
provided by the battery or any power source and there is 
main memory which is limited in size and used for data 
storage, these two are considered as most significant and the 
most vital resource of sensor node. The micro-controller 
used in a sensor node performs various tasks, processes data 
and controls the functionality of other components. Each 
sensor is a best example of a System on Chip (SoC). The 
deployment of sensors depends upon the application in 
which it is used. 

Figure 1: Architecture of Sensor Node 

Figure 2: Software Architecture of Wireless Sensor 
Network 

Software architecture of Wireless Sensor Network shown is 
Figure 2, depicts the overall software architecture of 
wireless sensor network. Each wireless sensor node in 
wireless sensor network has an operating system, which act 
as an middleware between the hardware of the sensor node 
and the application running over operating system. Many 
different applications might be deployed on various different 
nodes in a network, which work to provide specific services 
to the upper layer, the distributed middle ware work to 
provide co-ordination between these services running over 
different nodes within the same network. Nodes deployed at 
different location interact with this distributed middleware to 
accomplish the functions provided within the sensor network 
application. Basic functions of operating system include 
allocation and revoke of resources, make application interact 
with the hardware devices, raising the interrupt 
management, concurrency control, task scheduling and 
networking support. The admin terminal is considered to be 
isolated from this architecture it acts just as an interface to 
fetch result from sensor network application.  The 
distributed middleware handles tasks for the entire network 
and it acts as network service coordinator 
[4][23][28][27][29][18].

Paper ID: ART20163039 1628



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2015): 78.96 | Impact Factor (2015): 6.391 

Volume 5 Issue 11, November 2016 
www.ijsr.net

Licensed Under Creative Commons Attribution CC BY

The traditional operating system which is designed for 
workstation and personal computing needs ample of 
resources, It is the system software which works between 
the application software and hardware of devices. This could 
not be the case scenario with sensor nodes in WSNs. 
Traditional OS functions are therefore to manage processes, 
memory, CPU time, file system, and devices. There are 
embedded operating systems like VxWorks [39] and WinCE 
[40], but none of them is designed especially for data-centric 
WSNs with constrained resources. Sensors mainly have a 
slow processor and a limited small memory. There are many 
more parameters which should be kept in mind while 
designing the operating system for WSN nodes. 

This paper investigates various challenging issues which 
arise while designing wireless sensor operating system.  We 
have examined some existing operating systems for WSNs. 
The paper contributes by discussing various strengths and 
weakness of WSN operating system.  The paper is further 
divided into sections, which discusses the design issues 
related to the operating system of WSN and then presents 
some existing operating systems which include TinyOS, 
Contiki, Nano-RK, MANTIS, LiteOS. At last comparative 
analysis of various WSN operating systems is presented on 
various parameters. 

2. Issues in Designing an Operating System 

Considering various special characteristics of sensor nodes, 
there is a requirement of different type of operating system 
for wireless sensor network. Following are various issues 
needed to be considered when designing operating system 
for WSN [14][7][6][37][5][1]. 

A.  Process Management and Scheduling 
A traditional operating system provides a separate memory 
space for each of its processes to execute. The process 
utilizes its own address space to execute its process. Various 
storage variables are used in this separate address space, 
data is manipulated in this space to fetch out the information 
according to the desired process. This method causes 
multiple data copying and context switching between 
processes. This method cannot be reliable in WSN as WSN 
network has a limited amount of memory and power. The 
operating system in sensor network should be optimize 
enough to provide efficient resource management 
mechanisms in order to allocate microprocessor time and 
memory space. This scheduling and allocation of processor 
time and limited memory should be subjected to some fair 
allocation scheme. [11][30] 

B.  Memory Management 
In traditional operating system, memory is allocated 
exclusively to each process which helps in the execution of 
the task . In WSNs, as sensor nodes have small amount of 
memory, we need a different method, which can reduce 
memory requirements and should be capable of sharing data. 
[22][17] 

C.  Kernel Model 
There are various event-driven models and finite state 
machine (FSM) models are used to design the micro kernels 
for the WSN. The event-driven model may serve the 

purpose of event-driven systems; an event may comprise 
receiving a packet, transmitting a packet, detection of an 
event of interest, alarms about energy depletion of a sensor 
node etc that would be beneficial for WSN. The FSM-based 
model in WSN is suitable to realize concurrency, reactivity, 
and synchronization. [25] 

D.  Energy Efficiency 
In WSN, every node does not have constant power source, 
all are occupied with the limited power supply. With this 
limited power supply, the sensor node cannot work 
continuously for years.  So the WSN operating system 
should be able to do optimize power management so that 
each sensor node remains active for its maximum life span,
which helps to expand the system lifetime and improve its 
performance. For example, the operating system can put the 
node to sleep when to network is idle and wake up when any 
event occurs which can be interrupted by hardware. [33][36] 

E.  Application Program Interface 
In WSN each sensor node is provided by API or application 
programming interface which connect the underlying 
hardware with the user. This may allow access and control 
of hardware directly, to be optimize system performance. 
WSN API provides a well-defined and easy-to-use way to 
collect data from WSN nodes, and give commands to them. 
Also, service discovery mechanisms and attribute based 
queries are enabled. [21] 

F.  Code Upgrading and Reprogramming 
Code Reprogramming enables users to extend or correct 
functionality of a sensor network after deployment, at a low 
cost. The behavior of sensor nodes and the algorithms on 
which they are working may be needed to be adjusted or 
changed either for their functionality purpose or for energy
conservation, the WSN operating system should be able to 
reprogram and upgrade. [3][26] 

G.  Limited Memory 
The limited amount of memory which accounts to few 
kilobytes on a sensor node necessitates the OS to be 
designed with only required features. It is a fundamental 
characteristic of a sensor network operating system and the 
primary reason why so many sophisticated embedded OS 
cannot be easily ported to the sensor nodes. [17] 

H.  Real-Time Guarantee 
Most WSN applications are tend for observation or 
examination in nature. They are time-sensitive. Thus, the 
packets which are to be transmitted are on timely basis. This 
approach requires real-time guarantee of data transmission. 
[12] 

I. Reliability 
In most of the applications, the on-site reliability of a sensor 
node is not guaranteed as sensor networks are deployed once 
and left unattended to operate for a long period of time. The 
reliability of the operating system is of great concern to
facilitate developing complex WSN software, with ensuring 
the correct functioning of WSN systems. [34] 
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3. Existing Operating System for Wireless 
Sensor Network and Its Architecture 

The basic function of the WSN is to collect information and 
to support certain application specific task of the 
deployment. For working, WSN needs different sensor node 
or mote. Currently, commercially available sensor nodes are 
categorized into four groups. [19][20][24] 
1) Specialized sensing platforms  i.e Spec 
2) Generic Sensing platforms i.e Berkeley motes 
3) High-bandwidth sensing platforms i.e iMote 
4) Gateway platform i.e Stargate 
Although these nodes have different characteristics, their 
basic hardware components are same like a physical sensor, 
a microprocessor, a memory, a radio transceiver and a 
battery. Therefore, these hardware components should be 
organized in a way that makes them work correctly and 
effectively without a conflict in support of the specific 
application for which they are designed. So, in that scenario, 
each node requires operating system that can control the 
hardware, provide hardware abstraction to the application 
software and the fill the gap between application software 
and hardware. Here, we discuss the architecture of different 
operating systems for Wireless Sensor Network like Tiny 
Os, Nano – RK, MANTIS, LiteOs and Contiki. [7] [37] [4]
[10] [8][9] 

A. Architecture of Tiny OS 
Tiny OS [20] [38] was developed in 2000 by the UC 
Berkeley and is one of the earliest operating system for the 
Wireless Sensor Network. Tiny OS is component base, 
application specific operating system. [29] It follows 
Monolithic architecture class and uses an event – based 
model to support high level of concurrent application in a 
very small amount of memory. It also supports 
multithreading called as TOS Thread. Tiny OS footprint has 
fit in only 400 bytes of memory. It supports non-primitive 

FIFO (First-In-First-Out) algorithm for scheduling jobs. It 
provides static memory management. Tiny OS manages 
shared resources using any of the mechanisms like 
Virtualization and Completion Events. The main drawback 
of this OS is that it does not provide any support for real 
time application.  Figure.3 shows the basic architecture of 
Tiny OS. 

Figure 3: Architecture of Tiny OS 

B. Architecture of Nano-RK
Nano- RK[13][16] is Real Time Operating System (RTOS) 
from Carnegie Mellon University with the purpose of 
running micro control of sensor network. It uses 2 KB RAM 
and 18 KB of ROM for performance. Its architecture is 
based on Monolithic kernel architecture model. To facilitate 
application developer it provides fully preemptive multi-
threading support. Nano-RK provides priority scheduling at 
two levels: first at the process level and second at the 
network level. Nano-RK provides static memory 
management and  light weight communication protocol 
stack similar to the socket. Using mutexes and semaphores 
serialized access, we can share resources. As Nano-RK is a
Real Time Operating System (RTOS), it provides rich 
support  for real time application. Figure.4 shows the basic 
architecture of Nano-RK. 

Figure 4: Architecture of Nano-RK

C. Architecture of MANTIS 
MANTIS OS[29][35][15] is based on Layered architecture 
model. MultimodeAl system for NeTworks of In-situ 
wireless Sensor (MANTIS) provide multithreading for 
Wireless Sensor Network. MANTIS foot print fit in 500 
bytes which include kernel, scheduler and network stack. 
MANTIS uses primitive based scheduling with multiple 
priority class, and it uses the round robin priority within the 
each class. It also allows dynamic memory management. 

Here, resource sharing is possible using semaphores. 
Figure.5 shows the basic architecture of MANTIS. 
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Figure 5: Architecture of MANTIS 

D. Architecture of LiteOS 
LiteOS[29][31][32] was developed by University of Illinois 
with the goal of providing UNIX like environment for 
programming in WSN application. Footprint of LiteOS is an 
8 MHz CPU, 128 bytes of ROM and 4Kbytes of RAM. 
LiteOS follow Modular architecture model. Basically, 
LiteOS is partitioned into three subsystems: LiteShell, 
LiteFS and Kernel [29]. LiteShell is a UNIX-like shell that 
provides support for shell commands meant for file 
management, process management etc. A second subsystem 
is LitsFS which itself is file system. LiteFS mounts all 
neighboring sensor nodes as a file.  And last subsystem is 
Kernel, which provide concurrency in the form of 
multithreading, support for dynamic loading, priority 
scheduling, etc. LiteOS is multitasking and multithreading 
OS. It follows priority based round robin policy for 
scheduling and supports dynamic memory management. 
LiteOS provides communication support in the form of files. 
Figure.6 shows the basic architecture of LiteOS. 

Figure 6: Architecture of LiteOS 

D. Architecture of Contiki 
Contiki is an open source operating system for network 
embedded system. [2] It follows modular architecture. It 
uses event driven with optional threading facility for 
processes. As Contiki is event driven operating system, it 
does follow any sophisticated scheduling algorithms. 
Scheduling is based on the event fired. It supports dynamic 
memory management and supports number of protocols for 
communication. Contiki provides serialized access for 
resources sharing. It does not give any support for real-time 
applications. Figure.7 shows the basic architecture of 
Contiki. 

Figure7: Architecture of Contiki 

4. Comparison Table for Different Operating 
System for WSN 

In this section, we present a comparison of different OSes 
for WSN. We have done this comparison on the basis of 

various features discussed in each operating system in the 
above section. 
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Table 1: Comparison of different OSs for Wireless Sensor Network 
Parameters/ WSN OS Tiny OS Nano – RK OS MANTIS OS LiteOS Contiki OS

Architecture Monolithic Monolithic Layered Modular Modular
Protocol Support Active Message Socket like 

abstraction for 
networking

At Kernel level COMM layer 
Networking layer is user level

File base 
communication

uIP, uIPv6 and 
Rime

Communication Security 
Support

Yes (Tiny Sec) No No No Yes (Contiki Sec)

File System Single Level File 
System support

No No LiteFs Coffee file System

Scheduling FIFO Rate Monotonic 
and rate 

harmonized 
scheduling

Five Priority Class Priority based Round 
Robin Scheduling

Event are fired as 
they occur

Resource Sharing Virtualization and 
Completion Events

Serialized Access 
through mutexes

Through Semaphores Through
Synchronization 

Primitives

Serialized Access

Memory Management Static Static Dynamic Dynamic Dynamic
Memory Protection Yes No No Yes No

Threading support Yes Yes Yes Yes Yes
Event based 

Programming Support
Yes No No Yes Yes

Simulator TOSSIM, Power 
Tossim

NA AVRORA AVRORA Cooja, MSPSim, 
Netsim

Programming Language 
Support

Nes C C C LiteC++ C

Sensing Platform support Mica, Mica2, MicaZ, 
TelosB, Tmote, XYZ, 
IRIS, TinyNode, Eyes, 

Shimmer

MicaZ, FireFly Mica2, MicaZ, Telos Micaz, IRIS, AVR, 
MCU

Tmote, TelosB, 
ESB, AVR, MCU, 

MSP430 MCU,

Support for real time 
application

No Yes Up tp some extent at process 
scheduling level

No No

Database support Yes(Tiny DB) No No No No
Static/Dynamic System Static Static Dynamic Dynamic Dynamic

Open Source Yes Yes Yes Yes Yes

Publication year 2000 2008 2004

web site http://www.tinyos.net http://www.nano-
rk.org

http://mantisos.org http://www.liteos.net http://sics.se/contiki

5. Conclusion 

This paper discusses various wireless sensor network 
operating system, it also address various issues that has to be 
accounted while desiging the operating system for sensor 
network. Paper also represents various architecture design of 
some popular WSN operating system. A comparative 
analysis of various WSN operating system on the basis of 
various paramters is also included in paper which will help 
and inspire the researchers to design more robust and 
efficient operating system for WSN. The OS developers and 
the OS users will be able to know the features of various 
existing operating sytems of sensor network and can select 
the best suitable operating system for their application. 
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