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Abstract: In this article we consider four charts(max and sum of cumulative sum, higher criticism statistic and goodness-of-fit test statistic) for monitoring related high dimensional data streams to find the alarming time as quickly as possible after the mean shift and find the ideal chart in different condition. We use the robust of different one-side statistics \( D_{\text{max}}, D_{\text{sum}}, D_{\text{HC}}, D_{\text{GOF}} \) to find the best chart in sparse case and dense case. From the results analysis, we can gain that the goodness-of-fit test has the best efficiency from balancing the power and robust in theory.
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1. Introduction

In several years, high dimensional data streams become more and more popular in industrial application, thereby how to select the proper chart and monitor them to reduce the fraction defective and waste of the products, which has become very important. In fact, the data streams are related. Before now, some has an assumption that date streams are independent, comparing to the max, sum, HC and GOF monitored random variable to choose the proper chart based on likelihood ratio test and test the GOF is best to other three charts. Now we test it still hold by one-side statistic.

2. Model

For the correlation of the data streams, model is assumed by:

\[ X_t = U + Z_t \]

Where the mean vector \( U \) is nonrandom and sparse, \( Z_t \) and \( X_t \) are \( p \times 1 \)-dimensional vector, in control, \( Z_t \sim N(0, \Sigma) \)

\[ \Sigma = \begin{pmatrix} \sigma_{11} & \sigma_{12} & \cdots & \sigma_{1p} \\ \sigma_{21} & \sigma_{22} & \cdots & \sigma_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_{p1} & \sigma_{p2} & \cdots & \sigma_{pp} \end{pmatrix} \]

is the covariance matrix of \( \{Z_{1t}, Z_{2t}, \ldots, Z_{pt}\} \), so we can standardize it to that \( Y_t \sim N(0, I_p) \), after that we only consider \( Y_t \).

3. The brief descriptions of the methods

Sum and Max of the CUSUM statistic. At time point \( t \), we can get \( p \) correlative observations \( Y_t = (Y_{t1}, \ldots, Y_{tp}) \) , each sample of which is from \( N_{p}(0, I_p) \) if that is not affected otherwise which is from \( N_{p}(\mu, I_p) \) and whose probability affected is \( \varepsilon_a \). Based on the CUSUM statistic

\[ S_k(t) = \max\{0, S_k(t-1) + u_k(Y_{tk} - u_k / 2)\} \]  \hspace{1cm} (2)

Where \( u_k \) is the constant mean value of each stream we given. We can obtain that

\[ T_{\text{max}} = \inf\{t : \max_{k=1,\ldots,p} S_k(t) \geq L\} \]  \hspace{1cm} (3)

\[ T_{\text{sum}} = \inf\{t : \sum_{k=1}^{p} S_k(t) \geq L\} \]  \hspace{1cm} (4)

Where \( L \) is the 95%-upper-fractile of monitoring from standard normal distribution. Their one-side statistic are \( D_{\text{max}}, D_{\text{sum}} \), which are used to illustrate the robust.

Higher Criticism Statistic. From \([9]\) higher criticism statistic \( HC_n \) is defined as following

\[ HC_n^* = \max_{1 \leq k \leq p} HC_{n,k} \quad HC_{n,k} = \sqrt{\frac{p(k / p - p(\alpha))}{p(\alpha)(1 - p(\alpha))}} \]  \hspace{1cm} (5)

Where

\[ p_k = 1 - \Phi(Y_k) = \Phi(Y_k) = P\{N(0,1) > Y_k\} \] \quad (6)

Their one-side statistic is given as \( D_{HC} = \max_{1 \leq k \leq p} HC_{n,k} \).

Goodness-of-fit Test Statistic. Depend on the higher criticism, we can suggest the one-side statistic of GOF like following expression

\[ D_{GOF} = \sum_{i=1}^{q} \left\lfloor \log \left( \frac{\Phi(Y_{ki})}{(p - 1/2)/(k(\alpha - 3/4))} \right) \right\rfloor \times I_{[\Phi(Y_{ki})<(\alpha-3/4)/\alpha]} \]  \hspace{1cm} (7)

Where \( I(\cdot) \) is the indicator function, \( Y_{(1)} < Y_{(2)} < \cdots < Y_{(p)} \) is the order statistic. So replacing \( Y_{(k)} \) by \( S_k(t) \), \( k = 1, \ldots, p \) in (7) could have equation.
\[
W_i = \sum_{i=1}^{n} \left( \log \left[ \frac{U_{i1}^p(t)}{(p-1/2)/(i-3/4)-1} \right]^2 \right) \times I_{\left\{ U_{i1}^{(1)}(t) \leq \cdots \leq U_{i1}^{(p)}(t) \right\}}
\]

(8)

Where \( U_{i1}^{(1)}(t) \leq \cdots \leq U_{i1}^{(p)}(t) \) is the order statistic of \( \{U_{i1}^{(1)}(t), \ldots, U_{i1}^{(p)}(t)\} \), and \( U_{i1}^{(1)}(t) = H_i(S_i(t); \mu_i) \), \( H_i(\cdot; \mu) \) denote the cdf of \( S_i(t) \) about supposed parameter \( \mu \) in control station, then the stopping time is defined as following \( T_{\text{new}} = \inf\{t : W_i \geq L\} \).

4. Performance Comparison

To understand clearly, we can give a flow chart by a sample of application of GOF statistic in control state.

Figure 1, when \( t \) is from 0 to 200, ordinate denote \( S_i(t) \) change with \( u_k = 0.2 \) given in control state.

From that, we could extend it to \( p \)-dimensions.

Figure 2, when \( p = 100 \), one-side statistics of four charts in control.

Figure 3, when \( p = 100 \), one-side statistics of four charts out of control (\( u = 0.05 \)).

Step 1: we assume the ARL in control is given, the first type error \( \alpha = 1/\text{ARL}_0 \) could be sure, we get \( p \) dimension correlative random values \( X_1, \ldots, X_p \) \( (n \) is the times of simulating based Monte Carlo simulation. Since the covariance matrix is always symmetric and positive definite, the translation is practicable.

Step 2: Simulating \( n \) times to calculate \( D_{\text{max}}, D_{\text{sum}}, D_{\text{HC}}, D_{\text{GOF}} \) in different time points in control, rank them and
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find $L_{\text{max}}, L_{\text{sum}}, L_{\text{HC}}, L_{\text{GOF}}$ in the quantile $(1-\alpha)n$.

**Step 3:** Once the statistic exceed the L, the corresponding time is the stopping time T, meanwhile we can get the confirm the FDR $\beta$, then $ARL = \frac{1}{1-\beta}$.

**Step 4:** Then online monitoring, we compute $D_{\text{max}}, D_{\text{sum}}$, $D_{\text{HC}}, D_{\text{GOF}}$ at each time $t$ out control, respectively. Meanwhile we can compute the rate of efficient alarm for presumptive change point time $\tau$ to measure the methods’ robust in different correlation matrices.

### Table 1, $p=100$, warning times $T$ of four statistics

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$T_{\text{sum}}$</th>
<th>$T_{\text{max}}$</th>
<th>$T_{\text{HC}}$</th>
<th>$T_{\text{new}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(sd)</td>
<td>(sd)</td>
<td>(sd)</td>
<td>(sd)</td>
</tr>
<tr>
<td>0.0001</td>
<td>65.5822 (40.5556)</td>
<td>70.22418 (39.5857)</td>
<td>67.70964 (41.5166)</td>
<td>69.044 (36.6028)</td>
</tr>
<tr>
<td>0.001</td>
<td>65.06337 (40.6199)</td>
<td>70.0807 (39.1541)</td>
<td>64.95132 (42.0102)</td>
<td>67.374 (37.0121)</td>
</tr>
<tr>
<td>0.001</td>
<td>64.02635 (40.4058)</td>
<td>68.23397 (39.9023)</td>
<td>66.74512 (41.4918)</td>
<td>67.472 (36.7714)</td>
</tr>
<tr>
<td>0.01</td>
<td>54.26584 (37.4622)</td>
<td>65.1187 (39.1914)</td>
<td>58.49866 (39.4505)</td>
<td>62.253 (36.7520)</td>
</tr>
<tr>
<td>0.02</td>
<td>44.03917 (32.1257)</td>
<td>61.30632 (38.6764)</td>
<td>52.36028 (36.5411)</td>
<td>54.591 (32.1812)</td>
</tr>
<tr>
<td>0.05</td>
<td>25.36229 (19.9507)</td>
<td>51.1201 (33.0558)</td>
<td>37.31158 (27.3399)</td>
<td>36.205 (28.6594)</td>
</tr>
<tr>
<td>0.1</td>
<td>13.5869 (9.60038)</td>
<td>37.81227 (25.0808)</td>
<td>21.52461 (14.9779)</td>
<td>22.94553 (13.7824)</td>
</tr>
<tr>
<td>0.2</td>
<td>6.95375 (4.48577)</td>
<td>25.0631 (14.7225)</td>
<td>10.37244 (6.57241)</td>
<td>11.67791 (6.267173)</td>
</tr>
<tr>
<td>0.5</td>
<td>2.832512 (1.597044)</td>
<td>12.6426 (6.967676)</td>
<td>3.936743 (2.188187)</td>
<td>4.679515 (2.27336)</td>
</tr>
</tbody>
</table>

### 5. Conclusion

From Table 1, we can obtain that: with the drift gradually increase, the sensitivity of $T_{\text{sum}}$ is better, but $T_{\text{new}}$ is the best for the small drift, meanwhile the robustness is the best from others.

Good-Of-Fit test statistic may be not always best in all case, but never be worst. In general, the method is better. Of course, we could choose the best method in different case, so that the control chart is the most efficient and reduce the error ratio.
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