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Abstract: Data mining is the process of extraction of various types of information from different types of dataset that contains various
types of attributes. Clustering is an approach that divides the whole information into different clusters. After processing of division of 
data values into different clusters centeroid have been computed. Cluster centeroid has been done on the basis of distance from other 
cluster members available in the particular clusters.  The main problem in the clustering for data mining process is that text mining 
contains different problem for division of the text dataset into different cluster. Sometimes in the process of clustering by default empty 
cluster has been developed. We removed this problem by using K-mean clustering with hybridization of K-mediod algorithm. 
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1. Introduction

1.1 Data Mining: Introduction 

Data mining is the process of analyzing data from different 
perspectives and summarizing it into useful information. 
Data mining is also known as Knowledge Discovery in Data 
(KDD) [9]. Data mining uses mathematical algorithms to 
part the data and evaluate the probability of future events. It 
automatically searches large volume of data to discover 
pattern and trend. Data mining software is one of a number 
of analytical tools for analyzing data. Technically, data 
mining is the process of finding correlations or patterns 
among dozens of fields in large relational databases. 

1.2 Different Forms of Data Mining  

a) Spatiotemporal Data Mining: Spatiotemporal data are 
data that relate to both space and time. It refers to the 
process of discovering patterns and knowledge from 
spatiotemporal data. 

b) Multimedia Data Mining: It is discovery of interesting 
patterns from multimedia databases that store and 
manage large collections of multimedia objects, 
including image data, video data, and audio data. 

c) Web Mining: It is the application of data mining 
techniques to discover patterns, structures and 
knowledge from web.

d) Spatial data mining: Spatial data mining is the process 
of discovering interesting and previously unknown, but 
potentially useful patterns from spatial databases [13]. 
Extracting interesting and useful patterns from spatial 
datasets is more difficult than extracting the 
corresponding patterns from traditional numeric and 
categorical data due to the complexity of spatial data 
types, spatial relationship and spatial auto correlation 
[24]. Spatial data are the data related to objects that 
occupy space. A spatial database stores spatial objects 
represented by spatial data types and spatial relationship 
among such objects. 

1.3 Data Mining: A KDD Process                 

Data mining, the extraction of hidden predictive information 
from large databases, is a powerful new technology with 
great potential to help companies focus on the most 
important information in their data warehouses. Data mining 
tools predict future trends and behaviors, allowing 
businesses to make proactive, knowledge-driven decisions. 
The automated, prospective analyses offered by data mining 
move beyond the analyses of past events provided by 
retrospective tools typical of decision support systems. Data 
mining tools can answer business questions that traditionally 
were too time consuming to resolve. They scour databases 
for hidden patterns, finding predictive information that 
experts may miss because it lies outside their expectations. 
Most companies already collect and refine massive 
quantities of data. Data mining techniques can be 
implemented rapidly on existing software and hardware 
platforms to enhance the value of existing information 
resources, and can be integrated with new products and 
systems as they are brought on-line. 

1.4 Clustering 

Clustering is the process of partitioning a set of data objects 
into subsets such that the data elements in a cluster are 
similar to one another and different from the element of 
other cluster [9]. The set of cluster resulting from a cluster 
analysis can be referred to as a clustering. In this context, 
different clustering methods may generate different 
clustering’s on the same data set. The partitioning is not 

performed by humans but by the clustering algorithm. 
Cluster analysis has wide range of application in business 
intelligence, image pattern recognition, web search, biology, 
and security. 

1.5 Spatial Clustering 

Spatial clustering is a process of grouping a set of spatial 
objects into clusters so that objects within a cluster have 
high similarity in comparison to one another, but are 
dissimilar to objects in other clusters [23]. For example, 
clustering is used to determine the “hot spots" in crime 

analysis and disease tracking. Hot spot analysis is the 
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process of finding unusually dense event clusters across time 
and space. Many criminal justice agencies are exploring the 
benefits provided by computer technologies to identify 
crime hot spots in order to take preventive strategies such as 
deploying saturation patrols in hot spot areas. Spatial 
clustering can be applied to group similar spatial objects 
together; the implicit assumption is that patterns in space 
tend to be grouped rather than randomly located. 

2. Review of Literature

Li-Yeh (2012) et al. in the paper “An Improved Particle 

Swarm Optimization for Data Clustering” proposed an 
improved particles warm optimization based on Gauss 
chaotic map for clustering. Gauss chaotic map adopts a 
random sequence with a random starting point as a 
parameter, and relies on this parameter to update the 
positions and velocities of the particles. It provides the 
significant chaos distribution to balance the exploration and 
exploitation capability for search process. This easy and fast 
function generates a random seed processes, and further 
improve the performance of PSO due to their 
unpredictability. In the experiments, the eight different 
clustering algorithms were extensively compared on six test 
data. The results indicate that the performance of their 
proposed method is significantly better than the performance 
of other algorithms for data clustering problem. 

Thangamani (2010) et al. in the paper “Integrated Clustering 
and Feature Selection Scheme for Text Documents” 

proposed the semantic clustering and feature selection 
method to improve the clustering and feature selection 
mechanism with semantic relations of the text documents. 
The proposed system was designed to identify the semantic 
relations using the ontology. The ontology was used to 
represent the term and concept relationship. Results: The 
synonym, meronym and hypernym relationships were 
represented in the ontology. The concept weights were 
estimated with reference to the ontology. The concept 
weight was used for the clustering process. The system was 
implemented in two methods. They were term clustering 
with feature selection and semantic clustering with feature 
selection. Conclusion: The performance analysis was carried 
out with the term clustering and semantic clustering 
methods. The accuracy and efficiency factors were analyzed 
in the performance analysis. 

Jafar (2010) et al. in the paper “Ant-based Clustering 
Algorithms: A Brief Survey” describes a brief survey on ant-
based clustering algorithms. They also present some 
applications of ant-based clustering algorithms. Ant-based 
clustering is a biologically inspired data clustering 
technique. Clustering task aims at the unsupervised 
classification of patterns in different groups. Clustering 
problem has been approached from different disciplines 
during last year’s. In recent years, many algorithms have 

been developed for solving numerical and combinatorial 
optimization problems. Most promising among them are 
swarm intelligence algorithms. Clustering with swarm-based 
algorithms is emerging as an alternative to more 
conventional clustering techniques. These algorithms have 
recently been shown to produce good results in a wide 
variety of real-world applications. During the last five years, 

research on and with the ant-based clustering algorithms has 
reached a very promising state.  

Sang Jun Lee[2001] et al. in the paper “A review of data 
mining techniques” Terabytes of data are generated 
everyday in many organizations. To extract hidden 
predictive information from large volumes of data, data 
mining (DM) techniques are needed. Organizations are 
starting to realize the importance of data mining in their 
strategic planning and successful application of DM 
techniques can be an enormous payoff for the organizations. 
This paper discusses the requirements and challenges of 
DM, and describes major DM techniques such as statistics,
artificial intelligence, decision tree approach, genetic 
algorithm, and visualization. 

Abbas[2008]et al. in the paper “Comparison between data 

clustering algorithm” is intended to study and compare 

different clustering algorithm. The algorithms which are 
investigated are k-means, hierarchal clustering algorithm, 
self-organizing algorithm and expectation maximization 
clustering algorithm. All these algorithms are comparing on 
the factors: set of dataset, number of cluster, types of dataset 
and types of software used. 

EngYeowCheu[2009] et al. in this paper “On the Two-level 
Hybrid Clustering Algorithm”  present a  design of the 
hybrid clustering algorithms which involve two level 
clustering. At each of the levels, users can select the k-
means, hierarchical or SOM clustering techniques. Unlike 
the existing cluster analysis techniques, the hybrid clustering 
approach developed here represents the original data set 
using a smaller set of prototype vectors (cluster means), 
which allows efficient use of a clustering algorithm to divide 
the prototype into groups at the first level. Since the 
clustering at the first level provides data abstraction first, it 
reduces the number of samples for the second level 
clustering. The reduction of the number of samples, hence, 
the reduction of computational cost is especially important 
when hierarchical clustering is used in the second stage. The 
prototypes clustered at the first level are local averages of 
the data and therefore less sensitive to random variations 
than the original data..The empirical evaluation of the two-
level hybrid clustering algorithms is made at four data sets. 
Nedaabdelhamid et al [2015] In this paper “Emerging 

trends in associative classification data mining” studied 
emerging trends in associative classification in data mining. 
Utilising association rule discovery to learn classifiers in 
data mining is known as associative classification. In the last 
decade AC algorithms proved to be effective in devising 
high accurate classification system from various types of 
supervised datasets. Yet, there are new emerging trends and 
that can further enhance the performance of current ac 
method or necessitate the development of new methods. 
This paper sheds the light on four possible new research 
trends within AC that could enhance the predictive 
performance of the classifier or their quality in terms of 
rules. These possible research directions are considered 
starting research points for other scholar in rule based 
classification in data mining.
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3. Proposed Work 

This figure represents flow diagram of the purposed work 
that have to be carried out for process of classification. In 
this process data has been loaded to the system that has been 
in unstructured format. This data has been undergoes the 
process of pre processing that is text pre processing and 
feature extraction from dataset. In the process of pre
processing text pre processing has been done using text 
tokenization and stop word removal filter. This filter has 
been utilized for division of the dataset into different tokens 
of the words. Lexical and semantic analysis has been done to 
divide dataset into different segments. After this process 
feature selection has been implemented so that best features 
from the dataset on the basis of class prediction ability can 
be extracted that can be used for classification or clustering. 
In the purposed work after feature extraction hybrid 
algorithm of K-means and medioid has been implemented 
that has been used for clustering of the dataset on the basis 
of mean and median distance and density between different 
centriods of the dataset. On the basis of min distance and 
maximum density dataset instance has been clustered into 
different clusters that has been used for extraction of various 
types of information. 

4. Results and Discussions 

In the process of data mining various datasets and tools has 
been used for mining of raw information. In the purposed 
work WEKA tool has been used for data mining process. 
This tool provides various functionaries that can be used for 
data processing. In this too, various supervised and 
unsupervised filters are available that can be used for 
preprocessing of the dataset. Classification, clustering and 
selection algorithm are available that can be used for dataset 
classification process. 

Figure 4.1: WEKA Initialization 

This figure is use to represent the initialization of the 
WEKA. In this window different classes of WEKA have 
been defined that can be used for data mining process. 
Explorer is used for data classification, clustering and 
selection. Experimental class can be used for developing a
model that can be used for modalities or generation of 
various aspects that can be evaluated for data mining.
  

Figure 4.2: Explorer Window 

This figure represents explorer window represented in data 
mining tool. Explorer contains various objects that can be 
used for loading of the dataset. Dataset can be loaded by 
using various files in different formats, from URL or DB can 
also be used for datasets loading. In this process 
preprocessing has been done to assign class label to dataset, 
filtering, removal of redundancy, various converters are 
available that can be used for conversion of the data from 
numeric to binary, binary to nominal, string to words. After 
preprocessing filters can be implemented that can be used 
for data classification or clustering. Selection approaches 
can be implemented on the dataset to evaluate best attributes 
for data classification process.  
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Figure 4.3: Loaded Text Dataset 

This figure represents text directory that has been loaded to 
the system that has been used for text mining. In this two 
attributes are available one is text that contain review from 
different users that has been provided by various users, 
second attribute is class that consists of labels on the basis of 
reviews of the users. These two attributes having the relation 
between them to provide description of dataset.  

Figure 4.4: Text Data Representation 

This Figure represents text data that has been loaded to the 
system the text directory contains different text reviews 
from different users that has been used for classification 
process. These reviews contain a review class that is positive 
or negative review. In the process of text data stings of 
different reviews have been represented that has been used 
for clustering of the data. These strings have been converted 
into the word that has been done through by implementing 
string to word convertor filter that use term frequency, 
inverse document frequency, stop word removal, 
lemmatization and stemming to convert various unimportant 
characters and words for clustering of datasets.  

Figure 4.5: Extracted attributes from text 

This figure is use to represent the attribute that has been 
extracted from text, all the numerical symbol characters & 
verbs have been extracted from text using generic filter that 
decide the text in to objectives different segments of 
numerical character. 

Figure 4.7: Simple K-Mean Clustering 

This figure represents clustering of the datasets that has been 
done through simple K-means approach that has been used 
for clustering process on the basis of mean values and 
distance function. This clustering is done to divide datasets 
into different cluster of positive and negative class that has 
been used for classification process. Dataset instances have 
been divided into two different clusters and these have been 
done using all the attributes available in the dataset.  

Figure 4.8: K-mediod and K-means based clustering  

This figure represents clustering that has been done on the 
basis of k-means and K-mediod approach that has been used 
for selection of best center point on the basis of mean and 
minimum dissimilarity from all data points available in the 
dataset. On the basis of this clustering using 1166 attributes 
available in the datasets clustering provide near by 50 
percent accuracy.  
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Figure 4.9: Simple K-Mean Clustering using attribute 
selection 

This figure represents clustering of the datasets that has been 
done through simple K-means approach that has been used 
for clustering process on the basis of mean values and 
distance function. This clustering is done to divide datasets 
into different cluster of positive and negative class that has 
been used for classification process. Dataset instances have 
been divided into two different clusters and these have been 
done using selected attributes in the basis of best first search 
algorithm.  

Figure 4.10: K-mediod and K-means based clustering using 
attribute selection 

This figure represents clustering that has been done on the 
basis of k-means and K-mediod approach that has been used 
for selection of best center point on the basis of mean and 
minimum dissimilarity from all data points available in the 
dataset. On the basis of this clustering using 53 selected 
attributes available in the datasets clustering provide near by 
50 percent accuracy.  

Table 5.1: Clustering Accuracy 
Clustering approach Previous Purposed

Canopy 50.3 63.75
Cobweb 50 50

Farthest first 50.05 52.85
Filtered clusters 50.05 63.80

K-means 50.05 63.80
Hybrid 50.05 72.15

This table represents clustering accuracy provided by 
different clustering approaches. These different approaches 

have been implemented on the full dataset and selected 
attributes dataset and accuracy has been measured that has 
been given in tabular form.  

Figure 4.11: Clustering accuracy w.r.t. clustering 
approaches 

5. Conclusion 

Data mining, the extraction of hidden predictive information 
from large databases, is a powerful new technology with 
great potential to help companies focus on the most 
important information in their data warehouses. In the 
processing of data mining various approaches like 
classification, clustering has been used to divide information 
into different blocks for extraction of meaning full 
information. In the process of data mining huge datasets 
have been used for extraction of knowledge based 
information. After processing of division of data values into 
different clusters centeroid have been computed. Cluster 
centeroid has been done on the basis of distance from other 
cluster members available in the particular clusters. The 
main problem in the clustering for data mining process is 
that text mining contains different problem for division of
the text dataset into different cluster. Sometimes in the 
process of clustering by default empty cluster has been 
developed. We removed this issue by using K-mean 
clustering with hybridization of K-mediod algorithm. 
Purposed approach provides better clustering accuracy.  

6. Future Scope 

In the future reference this purposed work can be used in 
real world applications and used for classification after 
clustering so that prediction of class label can be easy. In 
this approach in future artificial intelligence approaches can 
be used that can provide better clustering and selection of 
attributes.  
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