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Abstract: Word Sense Disambiguation (WSD) is the method of the correct sense for word in a context. In this paper we have
researched the various approaches for WSD: Knowledge based, Supervised, Semi-supervised, Unsupervised methods. This paper has
further elaborated on the supervised methods used for WSD. The methods that are compared in this paper are: Decision Trees, Decision
Lists, Support Vector Machines, Neural Networks, Naïve Bayes methods, Exemplar learning.
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1. Introduction 

In every language, there are several words which have 
multiple meanings that change depending on the context in
which they are used. Word Sense Disambiguation is used to
remove such ambiguities that occur in a given context. For 
example, the word “bark”, it can mean either the outer 
covering of a tree, as a noun, or it can mean the sound made 
by a dog, as a verb, depending on the context. Human beings 
possess the innate capability to differentiate between 
multiple such meanings of a word; however, machines need 
to be instructed to perform this particular task. To
disambiguate a word, a dictionary is required to specify the 
senses and a corpus is used to provide a context. WSD is
classified as an AI-complete problem which means that its 
solution is at least as hard as the most difficult problems in
Artificial Intelligence. 

Figure 1: General Model of WSD [1]

There are several important applications of WSD:
1) Information Retrieval: WSD helps in retrieving of the 

best results by minimizing the ambiguity of the query or
documents translation. 

2) Machine Translation: It is used to remove ambiguity 
between different senses of a word in a given domain to
convey information to a machine correctly and provide 
further conversion using intermediate code. 

3) Information Extraction: This focuses on extracting 
certain information from a single document. For 
example, when searching for an article on the internet, 
there may be results that don’t match the user 
requirements or there may be too many similar articles in

the search results. In this case, WSD is used to remove 
confusion and find out the correct sense of the word. 

4) Speech Processing: WSD is used in speech processing to
distinguish between similar sounding words which have 
different meanings, for instance, “write” and “right”.[2]

2. Approaches to WSD 

The approaches to WSD are as follows:

A. Knowledge Based Approach 
Knowledge based methods are a distinct type of WSD 
algorithm which came out into existence in the 1970’s and 
1980’s.[3] These algorithms avoid the need for large 
amounts of training material and exploit the knowledge 
contained in several resources like dictionaries, thesauri, 
WordNet, Stemcor, Wikipedia etc. to provide the 
appropriate sense of word in a context. 

Such algorithms are developed for automatic sense tagging 
and they can be used for all words in an unrestricted text. 
[4].These algorithms have an advantage over corpus based 
algorithms which are only applicable for those words for 
which annotated corpora are available. However corpus 
based algorithms are more precise than knowledge based 
ones. 
The various types of knowledge based approaches are: 
1) Overlap of Sense Definitions 
2) Selectional Preferences 
3) Structural Approaches 

B. Supervised Approach 
Supervised WSD uses Machine learning techniques are used 
to perform WSD. A classifier is assigned to a single word 
and is used to assign the appropriate sense to each instance 
of that word. Supervised approach requires manually created 
training data followed by testing phase in which classifiers 
try to find the most suitable sense of the word in a context. 
Generally, supervised approaches are more accurate than the 
other approaches. 

C. Semi-supervised Approach 
In this approach, both annotated and unannotated data is
used. Bootstrapping algorithm was the first semi-supervised 
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algorithm. It involves using a small set of annotated data, a 
larger set of unannotated data and a set of classifiers. The 
algorithm is then applied over both of them, which results in
the annotated dataset expanding while the unannotated set 
shrinks till some threshold is reached. High accuracies have 
been observed when this algorithm is applied on a smaller 
dataset [5]. A drawback here is of the number of
uncertainties involved while selecting parameter values like 
pool size and number of iterations [6]. 

D. Unsupervised Approach 
Supervised approaches have been found to be largely 
superior to unsupervised approaches. However, they require 
large amounts of data to be trained and their scope is limited 
to words for which the senses are labeled. Therefore, in their 
purest version, they do not rely on external sources of
knowledge, sense inventories or machine readable 
dictionaries. This problem is referred to as Knowledge 
Acquisition Bottleneck. 

The primary task of unsupervised WSD approaches is that 
they aim to identify sense clusters as opposed to assigning 
sense labels like in supervised methods. There are several 
methods involved here: context clustering, word clustering 
and co-occurrence graph [5]. A few limitations to such an
approach exist. It is not suitable for a larger scale situation, 
incorrect assignment of instances in training data, formation 
of heterogeneous clusters and the difference between the 
number of clusters formed and the number of senses of the 
target word. 

The various types of unsupervised based approaches are: 
1) Context Clustering 
2) Word Clustering 
3) Co-occurrence Graphs 

3. Types of Supervised Approaches 

A. Decision tree 
In the decision tree approach a sense tagged corpus is used 
as a resource to perform training. A classification rule is
applied in the form of “yes-no” rule is used to recursively 
divide the training data set. [7] A test which is going to be
applied on a feature value is represented with the internal 
node of a decision tree and the output is denoted by every. 
The sense of the word is represented when the leaf node is
reached. 

Figure 2: An example of a Decision tree 

B. Decision Lists 
Decision Lists are an ordered set of rules for assigning the 
appropriate sense of the word. It is a list of weighted “if-
then-else” rules. [8] To induce the set of features for a given 
word, training sets are used. Few parameters like sense, 
feature-value, and score are created using those rules [5]. 
The ordering of these rules, based on their decreasing score, 
constitutes the decision list. The decision list is checked, 
given the word w and its representation as a feature vector. 
The feature with the highest score that matches the input 
vector selects the word sense to be assigned.[5] 

𝑆 =  𝑎𝑟𝑔𝑚𝑎𝑥𝑆𝑖 ∈ 𝑆𝑒𝑛𝑠𝑒𝑠𝐷(𝑤) 𝑠𝑐𝑜𝑟𝑒(𝑆𝑖).

According to Yarowsky [1994], the score of sense Si is
calculated as the maximum among the feature scores, where 
the score of a feature f is calculated as the log of the 
probability of sense Si given feature f divided by the sum of
the probabilities of the other senses given feature f [5][9]: 

𝑠𝑐𝑜𝑟𝑒(𝑆𝑖)  = 𝑚𝑎𝑥𝑓𝑙𝑜𝑔  
𝑃(𝑆𝑖 | 𝑓 )

 𝑃(𝑆𝑗  | 𝑓 )𝑗≠𝑖
 

C. Support Vector Machines 
SVMs are linear classifier that produces the hyperplane for 
separating the positive and negative training examples with 
largest margin, where margin is the distance of hyperplane 
to the nearest of the positive and negative examples. The 
examples which are closest to the hyperplane are called 
support vector. In order to be usable for WSD, as a binary 
classifier, a SVM must be adapted to multiclass 
classification (i.e., the senses of a target word). The test 
example is classified depending on the side of the 
hyperplane it lies on[10]. Kernel functions are used to
reduce the computational cost of the training and testing 
procedures in high dimensional space. The default linear 
kernel is used. 

Figure 3: Support Vector Machine [11] 

D. Neural Networks 
Neural Network model consists of interconnected group of
artificial neurons which are used for data processing. The 
pairs of (input features, desired responses) are the input of
this learning program and the goal is to partition the training 
context into non-overlapping sets[8]. The inputs are 
propagated from the input layer to the output layer through 
the all intermediate layers. As new pairs are provided, link 
weights are progressively adjusted so that the desired 
response which is represented bythe output unit has a larger 
activation than any other output unit[9]. The major problems 
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that occur in neural networks are: difficulties in interpreting 
the results, the need for a large quantity of training data, and 
the tuning of parameters. 

Figure 4: A Multilayer Neural Network [5] 

E. Naïve Bayes Method 
The Naïve Bayes classification method was first used for 
WSD by Gale et al. (1992). This is a probabilistic approach 
that works on the basis of Bayes theorem. It is assumed that 
the feature variables representing a problem are 
conditionally independent, given the classes. The 
conditional probability is calculated for each sense (k) of a 
word (w) given the context C and features  
F = (f1, f2 . . . fn):

𝑘 = 𝑎𝑟𝑔𝑠𝑖
max𝑃 𝑤 = 𝑠𝑖  𝐹)

 = arg𝑠𝑖
𝑚𝑎𝑥

𝑃 𝐹   𝑤 = 𝑠𝑖)

𝑃(𝐹)
 𝑃(𝑤 = 𝑠𝑖)

 = arg𝑠𝑖
 max  𝑃 𝐹   𝑤 = 𝑠𝑖) 𝑃(𝑤 = 𝑠𝑖)

P(w = si) and P(xi/k) are the probabilistic parameters of the 
model and they can be estimated from the training set, using 
relative frequency counts. 

Figure 5: An example of a Bayesian network [5] 

The figure shows a simple example of a Bayesian network. 
For example, in a sentence, the boy caught the ball, if we
want to classify the occurrence of the noun boy, the features 
will be recognised as follows: {w-1 = the, w+1 = caught, 
head = boy, subj-verb = catch, verb-obj = -}. From the 
training set, the probability of these features will be
determined based on the desired classification of the word 
“boy”. The final score is then obtained by finding the 
product of all these probabilities. 

F. Exemplar-based Method 
Exemplar-based learning involves retaining examples in
memory as points in a feature space. New examples are then 
individually added to the feature space. The k-Nearest 

Neighbor algorithm is based on this approach. This is one of
the highest performing models in WSD [12]. 

Figure 6: An example of kNN classification on a 
bidimensional plane [13]. 

For every new example x = (x1, . . . , xm) represented in terms 
of its m feature values, its classification is based on the 
previously stored k nearest examples in the feature space. 
The distance between x and the stored examples xi = (𝑥𝑖1 , . . 
. , 𝑥𝑖𝑚 ) is calculated by the Hamming distance [5], 

𝑑 =  𝑤𝑗  𝛿  𝑥𝑗 , 𝑥𝑖𝑗  ,

𝑚

𝑗=1

Where d is the distance between x and xi, wj is the weight of
the j th feature and δ(xj , 𝑥𝑖𝑗 ) is 0 if xj = 𝑥𝑖𝑗  and 1 otherwise. 
Then, the set of the closest examples is examined and the 
new sense of the word is predicted by the classification of
the majority of the nearest examples. At present, exemplar-
based learning achieves state-of-the-art performance in
WSD. 

4. Conclusion 

Word Sense Disambiguation, being an AI-complete 
problem, is one of the hardest NLP problems. This work 
explores approaches to tackle WSD using manually created 
training data. Supervised techniques such as, Decision Lists, 
Decision Trees, Naive Bayes classification, Support Vector 
Machines, Neural Networks and Exemplar Learning are 
further studied. While supervised methods are generally 
superior to other approaches to WSD, there are several 
drawbacks to the same. These techniques rely on large 
amounts of manually sense-tagged corpora for training 
which are arduous and expensive to create. While, 
supervised methods show great results in related domains, a 
"knowledge acquisition bottleneck" is experienced due to
the lack of widely available semantic-tagged data. There is
an extremely high overhead for supervision since it would 
require approximately 16 man-years to create a broad 
coverage semantically annotated corpus. Furthermore, when 
common Machine Learning models scale to real-size WSD 
problems, a serious learning overhead occurs 
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