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Abstract: Adaptive filters are the major components in a digital Beam forming technique which can be utilized in implementing smart antennae which can adaptively change the direction of beam towards the user. This can be achieved with a feedback mechanism used in the filters named adaptive filters and the filter transfer function is implemented with an algorithm called the Least Mean Square algorithm. This paper describes the detailed working of the Least Mean Square Algorithm and its simulation in MATLAB.
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1. Introduction

I. Adaptive filter techniques have numerous applications in the field of Signal processing such as smart antennae systems, RADAR, SONAR etc. If any such application is considered and looked into, one would find that the antenna radiates an omni-directional beam whose power is radiated in all the directions. Now, any user located in a particular direction to a reference point on the antenna receives this Omni-directional radiation and the rest of the power that is radiated goes in vain such as in the places A, B and C as shown in the figure 1. In order to save energy and focus all the energy into a particular direction such that only the user gets all the power undivided, and optimal power and thus we need an antenna that would provide a constructive interference pattern to the user and a destructive interference pattern to the interferer or any other user other than the desired user.

This constructive and destructive interference in the desired directions can be achieved by maintaining proper combination of effective filter weights to the signals, different time delays, phase delays and distances between different antennas in the antenna array system. All of this set and done, still there is an issue with the user that is not stationary in position and thus, the direction of beam should vary continuously in such a way that constant constructive and destructive interference pattern of the signals is generated in the direction of user. The weights assigned in the filter equation should also constantly vary according to the user’s movement. The position of the user can be accurately determined by using direct line of sight information from the user as an acknowledgment signal. A solution to perform such an operation is needed and has been developed by Dr. Bernard Widrow of Stanford University, in the form of an algorithm called the Least Mean Square (LMS) Algorithm which is famous for smart antennae.

2. Description of LMS Algorithm

This LMS algorithm can be described in a stepwise procedure as follows:
First, consider the random sequence of inputs $x(n)$ which will be given to an FIR filter whose output is $y(n)$. Let us say that $d(n)$ is the reference/target signal and there always exists a difference between $y(n)$ and $d(n)$ which is taken as an error $e(n)$. This error signal $e(n)$ is given to an adaptive filter which constantly adjusts the filter weights such that the output of the FIR filter produces results close to $d(n)$ as desired.

Figure 3: Wiener Filter
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- Input sequence is $x(n)$
  $$x_T(n) = [x(0) \ x(1) \ x(2) \ldots \ x(N)]$$
- Output sequence is $y(n)$
  $$y_T(n) = [y(0) \ y(1) \ y(2) \ldots \ y(N)]$$
  and
  $$y(n) = w_0x_0 + w_1x_1 + w_2x_2 + \ldots + wpx_N = w^T x(n)$$
- Target sequence is $d(n)$
  $$d_T(n) = [d(0) \ d(1) \ d(2) \ldots \ d(N)]$$
- Error sequence is $e(n)$
  $$e_T(n) = [e(0) \ e(1) \ e(2) \ldots \ e(N)]$$

$x(n), y(n), d(n), e(n)$ are zero mean random processes.

Here $W_0, W_1, W_2, \ldots, W_N$ are filter weights/coefficients.

The equation following the above filter is
$$e(n) = d(n) - y(n)$$

Let $R_{xx}$ be a correlation matrix where
$$R_{xx} = E[x(n)x^H(n)]$$
$R_{xx}$ : Hermitian

Choose $k \neq 0$:
Where $k_T = [k_0 \ k_1 \ k_2 \ldots \ k_N]$

Consider
$$kHR_{xx}k = kE[x(n)xH(n)]k$$
$$= E[k^H x(n). xH(n)k]$$

Here $kH$ is row vector, $x(n)$ is column vector therefore
The product of row and column vector is a scalar.

i.e $kHx(n)$ and $xH(n)k$ are scalars.

$$k^H x(n) = a \quad \Rightarrow \quad x^H(n)k = a^T$$

then
$$k^H R_{xx} k = E[a^T a^2]$$

Where $E[a^T a^2] > 0$

Consider
$$R = E[x(n)x^T(n)]$$

Figure 4: Graph of mean square error quadratic equation

It is not possible to converge the filter weights to the optimum value in real time, but we can get the filter weights close to it by using steepest descent procedure. The adaptive filter uses the steepest descent procedure to converge the filter weights to the optimum values. The system undergoes much iteration to minimize the error.

The steepest descent procedure can be described as follows:
Consider $W(i)$ be the filter weights of the FIR filter at $i$th iteration.

CASE 1: $W(i)$ is right to the $W_{optimum}$
If the value of the \( w(i) \) is right it should get subtracted by a value such that the \( w(i+1) \) is close to the \( W_{\text{optimum}} \) as compared with \( w(i) \) and the \( w(i+2) \) value should be further close to \( W_{\text{optimum}} \) as compared to \( w(i+1) \) and the procedure follows till it converges the \( W_{\text{optimum}} \). If the tangent passing to the point on the parabola has narrow slope small value has to be selected either to add or subtract or else large values should be taken. So that the convergence will takes place within less number of iteration.

### CASE 2: \( W(i) \) is Left to the \( W_{\text{optimum}} \)

If the value of the \( w(i) \) is left it should get added by a value such that the \( w(i+1) \) is close to the \( W_{\text{optimum}} \) as compared with \( w(i) \) and the \( w(i+2) \) value should be further close to \( W_{\text{optimum}} \) as compared to \( w(i+1) \) and the procedure follows till it converges the \( W_{\text{optimum}} \). If the tangent passing to the point on the parabola has narrow slope small value has to be selected either to add or subtract or else large values should be taken. So that the convergence will takes place within less number of iteration.

The value that has to be added or subtracted can be chosen by the following expression:

Consider \( \mu \) be a constant

\[
w(i+1) = w(i) - \frac{\mu}{2} \nabla_{w} [E(e^2(n))] \bigg|_{w=w(i)}
\]

\[
w(i+1) = w(i) - \mu / 2 \frac{d(E[e^2(n)])}{dw} \bigg|_{w=w(i)}
\]

This is the equation to determine the value that has to be either added or subtracted during the iterative process. Generally

\[
\text{LT}_{\infty} \rightarrow E(w(i)) \rightarrow W_{\text{optimum}}
\]

This is called LMS Algorithm. In order to satisfy the Wiener filter equation the filter weights should be optimum. This can be achieved by using adaptive filter to the system. This LMS technique is used to implement the adaptive filter.

The system block diagram with adaptive filter will be like

LMS technique is the most famous technique implemented for the adaptive filter. RLS technique is also used to implement the adaptive filter which has some advantages over LMS adaptive technique but consists of complex hardware when compared with LMS. Thus LMS is highly implemented technique.

### 3. Matlab Implementation of LMS

#### A. Rough code

- \( W_0 = \) some initial value.
- For \( n = 0:N \) (final value)
- \( y(n) = w^T x(n) \)

**Figure 6:** Converging the filter weight value to optimum value

**Figure 7:** Converging the filter weight value to optimum value

**Figure 8:** \( E(w(i)) \) converging to \( W_{\text{optimum}} \) through iterative process

**Figure 9:** Block diagram of system with adaptive filter driving the system.
• $e(n) = d(n) - y(n)$
• $w(i+1) = w(i) + \mu x(n)e(n)$
• Plotting the graphs

B. Simulation results

Figure 10: Input message signal to FIR filter $x(n)$

Figure 11: Noise signal

Figure 12: Signal after passing through filter (message signal + noise)

Figure 13: Output message signal after using Adaptive filter (hopefully similar to the message signal).

Figure 14: Mean squared error vs Iterations (That changes for every compilation)

From fig.14 we can see that the output generated signal is almost similar to the input message signal. By this way we can restore the message signal from noise and other attenuation effects. Here noise in the channel includes both the internal and external noises.

4. Conclusion

The Adaptive filters based on LMS algorithm have a wide range of applications. Adaptive beam forming techniques, beam forming, echo cancellation are some of its main applications. Implementation of this algorithm is simple as compared with other techniques in terms of hardware. Still RLS algorithm has better convergence procedure than LMS but due to its complex hardware implementation LMS is widely implemented over many Adaptive systems.
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