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Abstract: Today through Cloud Computing, the customer and business can access their personal files at any computer and with the 
help of centralizing data storage, processing and bandwidth, this technology permits much more efficient computing .The cloud 
bursting model in cloud computing helps to share the application’s resources between private and public cloud. The problem related to 
cloud bursting arise from incompatibility between the different platforms and the limited availability of management tools. To manage 
hybrid environments cloud computing service providers have developed tools to share workloads on cloud, but they often require all 
environments to be based on same platform. Cloud Bursting is the limited availability of management tools that are cross compatible 
over multiple platforms. This paper introduce the concept of Load Balancing or Scheduling  in Cloud Computing to share the dynamic 
workload across multiple nodes to ensure that no single node is overloaded and able to satisfy over-capacity needed by private cloud 
with very short advance warning. It helps in proper utilization and improve the performance of resources and able to load balance the 
work load in such a way that nobody will suffer any service deterioration to existing to other customers.   
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1. Introduction 
 
Cloud Computing is a model for enabling ubiquitous, 
convenient, on demand network access to a shared pool of 
configurable computing resources that can be rapidly 
provisioned and released with minimal management effort. It 
providing online resources and online storage to the user‟s it 
provide all the data at a lower cost. In cloud computing users 
can access resources all the time through internet. They need 
to pay only for those resources as much they use .In Cloud 
computing cloud provider outsourced all the resources to 
their client. There are many existing issues in cloud 
computing. The main problem is load balancing in cloud 
computing. Load balancing helps to distribute all loads 
between all the nodes. It also ensures that every computing 
resource is distributed efficiently and fairly. It helps in 
preventing bottlenecks of the system which may occur due to 
load imbalance. It provides high satisfaction to the users. 
Load balancing is a relatively new technique that provides 
high resource utilization and better response time. [1] [2] [3] 
[4] Cloud computing provide many advantages to the users. 
 
A. Cloud computing consist of several characteritestics: 

[20] [6]. 

 

 On demand self service:-The computing capabilities like 
server time and network storage can be provisioned by the 
users without performing any human interaction with each 
and every service provider.  

 Geographic Distribution:-Having Large number of 
geographical distributed datacenter sites allow flexibility 
of cloud provider to allocate workload to resources close 
to end user.  

 Homogeneity:- In order to maximize the operational 
efficiencies, successful cloud deployments will limit the 
range of different types hardware ,infrastructure ,software 
platforms and policies they support.  

 Measured Service:-In cloud computing resource usage 
can be monitored, controlled for both the provider and 
consumer of the all service.  

 Broad Network Access:-In cloud computing capabilities 
are available over the network .All the capabilities are 
accessed through different mechanisms.  

 Resource Pooling:-Different models are used to pooled 
the resources which provide by the providers to their 
consumers. All the resources dynamically assigned and 
reassigned according to consumer demand.  

 Rapid Elasticity:-Quantity of resources is increase at any 
time according to the customer‟s  

 requirements. 
 
B. Challenges in Cloud Computing 

 

There are many challenges in cloud computing:- 
1) Security  
2) Efficient load balancing  
3) Performance Monitoring  
4) Consistent and Robust Service abstractions  
5) Resource Scheduling  
6) Scale and QoS management  
7) Requires a fast speed Internet connection.  
 
C. Layers of Services 

 
All the services have number of layers which manage by the 
users and providers. 
 
Public Cloud: The cloud infrastructure is made available to 
the general public or a large industry group and is owned by 
an organization .Anyone can use public cloud as they want 
without restriction  
 
Private Cloud: The cloud infrastructure is used by a single 
organization. Private cloud is only managed by the 
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organization or a third party. General Public not able to use 
the private cloud directly.  
 

Community Cloud: The cloud infrastructure is shared by 
many organizations .Community cloud supports a specific 
community that has shared concerns.Ex:-security 
requirements, policy, compliance considerations. It may be 
managed by the organizations or a third party.  
 
Hybrid Cloud: Hybrid cloud is a combination of two or 
more clouds (private, community, or public). That remains 
unique entities but is bound together by standardized 
technology that enables data and application portability.Ex:- 
cloud bursting for load-balancing between clouds. This 

capability enables hybrid clouds to cloud bursting for 

scaling across clouds. A primary advantage of cloud 

Bursting is that an organization only pays for extra 

compute resources when they are needed 

 
2. Literature Survey 
 
The technique of extending capabilities of enterprises 
resources by leasing public cloud  capabilities is introduce in 
2011[24],but there is only a marginal improvement at the 
original scale of trace, where as for  smaller task sizes the 
behavior is similar. 
 
In 2012 [17],[19],various security algorithms like 
RSA,MD5,AES etc are proposed for secure cloud bursting 
but the solutions are not stable and revolution always concern 
with the new problem.  
 
In 2013[7] to seamlessly burst applications between public 
and private cloud ,the cloud bursting model was suggested, 
but the cloud capabilities have not yet been developed and 
researched to level that allows their exploitation to a full 
degree.  
 
Cloud services are currently among the top-ranked high 
growth areas in  computer services and seeing an acceleration 
in enterprise adoption with the worldwide market predicted 
to reach more than$140b in 2014[14],[3]. For secure cloud 
bursting and aggregation, the author uses encryption scheme 
of 64-bit cipher. But they  are fail to apply this concept in 
real environment check for the real time simulations on 
different platforms.  
 
In 2014[5], the problem of load balancing in cloud bursting 
was discovered and various scheduling algorithms are 
proposed to solve the problem but the practical 
implementation of that solutions is still remaining.  
 
In 2015[19], automatic cloud bursting was suggested which 
allows computer resources to be dynamically reconfigured to 
meet users‟ demands but the launching of  virtual machines 
on commercial cloud takes much more time than on 
fermicloud.Hence further more tests in virtual machines‟ 
performance on commercial cloud needed to be done in the 
future. 
 
 

3. Problem Definition 
 
Cloud bursting is the idea that an application normally runs 
in one type of cloud and is capable of utilizing additional 
resources of another cloud type during peak periods, or 
„bursting.‟  The most common example of this type of 
utilization would be a retail company utilizing a private cloud 
for day-to-day operations bursting to the public cloud for 
peak periods such as a holiday season. Experts recommend 
cloud bursting for high performance, on-critical applications 
that handle non-sensitive information. In cloud bursting the 
designated public cloud platform should be fully compatible 
with the private cloud to successfully run the bursting 
applications. Cloud Bursting is the limited availability of 
management tools. 
 

 
                Figure 2: (Basic Idea Cloud Bursting) 
 
When the demands of capacity spikes in an organization  
who is owning their own  cloud infrastructure and willing to 
use resources from public cloud  provider for certain time 
intervals and given certain circumstances triggering this use. 
In this situation, the service providers and virtualization 
vendors have developed tools to send workloads to the cloud 
and manage hybrid environment, but they often require all 
environment to be based on the same platform and  the 
drawback in satisfy the load balance in such a way that 
nobody suffers any service denial to existing to other 
customer is a major problem. 
 

Benefits of cloud bursting 

 
Cloud bursting can be advantageous and utilizing it within a 
hybrid cloud deployment model can have further benefits.  
Benefits of cloud bursting are: 
 
Ability to expand and retract services based on changes in 
capacity needs 
 Cost reduction, enterprises only pay for extra computing 

resources on demand 
 Increased performance with spikes in workloads 
 Bursting new instances of applications to another cloud 
 Ability to burst scalable application tiers to improve 

performance at peak periods 
 Reduced capital expense 
 
Further benefits of utilizing a hybrid cloud include: 
 Fail over or disaster recovery 
 Increased availability 
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4. Proposed Solution 
 
To solve the above stated problem of cloud bursting, the 
concept of Load Balancing or Scheduling is propose so that 
traffic can dynamically burst out to a private cloud and take 
the advantage of the capacity and when the peak is over, the 
business can return that capacity back to pool and shed the 
cost. 
 
Load balancing is used to distributing a larger processing 
load to smaller processing nodes for enhancing the overall 
performance of system. In cloud computing environment load 
balancing is required distribute the dynamic local workload 
evenly between all the nodes. . [10][11][12][13] 
 Load balancing helps in fair allocation of computing 

resource to achieve a high User satisfaction and proper 
Resource utilization High resource utilization and Proper 
load balancing helps in minimizing resource consumption. 
It helps in implementing fail over, scalability, and avoiding 
bottlenecks. 

 Load balancing is a techniques that helped networks and 
resources by providing a maximum throughput with 
minimum response time. Load balancing is dividing the 
traffic between all servers, so data can be sent and received 
without any delay with load balancing. 

 In cloud environment many algorithms are available that 
helps in proper traffic loaded between all available servers. 
Most of them can be applied in the cloud environment with 
suitable verifications. In cloud computing environment 
load balancing algorithms can be divided into two main 
groups : first algorithm type is Batch mode heuristic 
scheduling algorithms (BMHA) and second is online mode 
heuristic algorithms. In BMHA Jobs are combined together 
when they are arriving in the system. The BMHA 
scheduling algorithm will start after a fixed time period. 

 In one vision of the future, the shifting of load is automated 
to enable organizations to configure clouds and cloud 
balancing and then turn their attention to other issues, 
trusting that the infrastructure will perform as designed. 

 
Technical Goals of Cloud Balancing 

 
From a purely technical perspective, the goals of cloud 
balancing are similar to those associated with traditional 
GSLB: ensure the availability of applications while 
simultaneously maximizing performance, regardless of the 
location or device from which users are accessing the 
application. Whether that access point is within an 
organization‟s data center utilizing private cloud resources or 
via a cloud provider, DNS requests are sent to the most 
appropriate location. 
 
These technical goals are met through a combination of 
application and network awareness and collaboration 
between the global application delivery solution and local 
load balancing solutions. By coordinating across application 
deployments in multiple data centers, whether in the cloud or 
traditionally based, organizations can, through careful 
monitoring of capacity and performance-related variables, 
achieve optimal application performance while ensuring 
availability. 

Another goals 

 

 Cost effectiveness: Load balancing help in provide better 
system performance at lower cost. 

 Scalability and flexibility: The system for which load 
balancing algorithms are implemented may be change in size 
after some time. So the algorithm must handle these types‟ 
situations. So algorithm must be flexible and scalable. 

 Priority: Prioritization of the resources or jobs needs to be 
done. So higher priority jobs get better chance to execute. 

 
To distribute the dynamic  local workload evenly between 

all nodes in public and private cloud to achieve better 

throughput and improve the response time in cloud 

environment we can use any one of the following 

algoririthms mentioned below:-  

 
 Task Scheduling based on LB: This algorithm mainly 

consist two level task scheduling mechanism which are 
based on load balancing to meet dynamic requirements of 
users . It obtains high resource utilization. This algorithm 
achieves load balancing by first mapping tasks to virtual 
machines and then all virtual machines to host resources .It 
is improving the task response time .It also provide better 
resource utilization . 

 Opportunistic Load Balancing: OLB is to attempt each 
node keep busy, therefore does not consider the present 
workload of each computer. OLB assigns each task in free 
order to present node of useful .The advantage is quite 
simple and reach load balance but its short coming is not 
consider each expectation execution time of task, therefore 
the whole completion time (Make span) is very poor. 

 Round Robin: - In this algorithm all the processes are 
divided between all processors. In this each process is 
assigned to the processor in a round robin order. The work 
load distributions between processors are equal. Different 
processes have not same job processing time. At many 
point of time some nodes may be heavily loaded and others 
remain idle In web servers where http requests are of 
similar nature and distribute equally then RR algorithm is 
used . In Round Robin Scheduling the time quantum play a 
important role. When time quantum is very large then RR 
Scheduling Algorithm is same as the FCFS Scheduling. 
and when time quantum is too small then Round Robin 
Scheduling is known as Processor Sharing Algorithm. 

 Randomized: This algorithm is static in nature. In this 
algorithm a process can be handled by a particular node n 
with a probability p. When all the processes are of equal 
loaded then this algorithm work well. Problem arises when 
loads are of different computational complexities. This 
algorithm is not maintaining deterministic approach. 

 Min-Min Algorithm: It starts with a set of all unassigned tasks 
.In this minimum completion time for all tasks is found. Then 
after that among these minimum times the minimum value is 
selected. Then task with minimum time schedule on machine. 
After that the execution time for all other tasks is updated on 
that machine then again the same procedure is followed until 
all the tasks are assigned on the resources. The main problem 
of this algorithm is has a starvation. 

 Shortest Response Time First: The idea of this algorithm is 
straight forward. In this each process is assigned a priority 
which is allowed to run. In this equal priority processes are 
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scheduled in FCFS order. The (SJF) algorithm is a special 
case of general priority Scheduling algorithm. In SJF 
algorithm is priority is the inverse of the next CPU burst. It 
means, if longer the CPU burst then lower the priority. The 
SJF polices selects the job with the shortest (expected) 
processing time first. In this algorithm shorter jobs are 
executed before long jobs. In SJF, it is very important to 
know or estimate the processing time of each job which is 
major problem of SJF. 

 
5. Conclusion and Future Work 
 
In this paper we plan to implement the cloud bursting 
seamlessly by using any one of the suggested scheduling 
algorithm with the aim of effortlessly burst application 
between private and public cloud. 
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