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Abstract: In today’s world of digital era finding semantic relationship between the information is really a big challenge for data analyzers. So most of the time this process needs the external help of the dictionaries to provide the semantic meanings but many times correlations between the words also plays more important role to get the best semantic. So many ideas are been proposed to get the semantic patterns in between the words of the document. But the proposed method put forwards as idea of getting the frequent item patterns from web pages using crawler which is been powered with the best frequent item algorithm like Éclat. This paper deals with a cumulative survey on the method of frequent item mining on web page information.
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1. Introduction

Web crawlers are the program that goes recursively on given URL to find the relevant information. Numbers of crawling algorithms are:

- Breadth first search
- Depth first search
- Page rank algorithm
- Genetic algorithm
- Naïve Bayes classifier

![Figure 1: Basic crawling mechanism](image)

**Breadth First Search**

These algorithms perform search operation on nearby node by starting from root. Once it got the thing for which searching is need to be done, success condition is returned and terminates the search operation. If the software unable to find the relevant information on the same level then it moves to the next level.

**Depth First Search Algorithm**

In this efficient technique of traversing system starts the traversing from the node and go through their children’s. If multiple children’s are there then the child on left side is selected first and then the child on the right side is selected.

**Page rank algorithm**

A page rank algorithm finds the rank of the all web pages of the web site. This ranking is done on the basis number of back links and the citations attached with the web page. Page rank algorithms plays important role as it gives the rank on the basis of usability, so it gets easy to decide the important web pages from the bulk of web pages.

**Genetic Algorithms**

Working of genetic algorithm is done on the basis of biological evolution.

**Naïve Bayes classifier**

**Preprocessing**

Preprocessing is a technique of reducing the amount of data by eliminating the things which are less required. Preprocessing plays important role in the data cleaning as it speed up the process to the great extent.

These classifiers are best on the learning and classification which is probabilistic. The main assumption of this algorithm is that one feature of the data is always independent of the other data. As discussed above the algorithm is best suit for the probabilistic models, it has a less applications in realistic models.

**Data Cleaning:** It is a technique of elimination outliers, smooth out noised data and adds the missed data. The main
task of the data cleaning is to find the most interesting data from the huge set of data.

**Data Integration:** As the name indicates, it is a technique of bringing the data from the multiple sources and stores it to the single location. As the data is at single position, system will have less cost of data retrieval.

**Data Transformation:** It is a process of converting the data from bulk to the appropriate format so it get easy to mine such data. Data transformation comprises of following sub techniques.
- Normalization
- Smoothing
- Aggregation
- Generalization

**Data Reduction:** Here the integrity of the data is managed while converting the data from complex format to the simple format. Data reduction mainly comprises of two techniques.
- Stemming
- Lemmatization

**Fuzzy Logic:** Fuzzy logic is a theory which is based on the multi valued logic in which truth values are lies between 0 to 1. Fuzzy logic is a good alternative to Boolean logic where only two values i.e. true and false are considered. Since fuzzy logic supports partial truth values it used on many applications where accurate values are not needed. The complete fuzzy logic methodology comes under four sub methods as,
- The Fuzzifier.
- A Rule Base.
- An Inference Engine.
- Defuzzifier.

**Fuzzy Rule:** Fuzzy rules are the rules where output variables are considered. It is a normal IF-THEN rule with the condition and outcome. E.g. consider the fuzzy rule for the temperature management. IF (temperature is cold OR too-cold) AND (target is warm) THEN command is heat

**Fuzzy Set Operations:** Here the rules set in above step and the result of individual rule is combined. The operations performed on the fuzzy sets are completely different than the non-fuzzy sets. This combination process is also termed as inference engine.

**Defuzzifier:** The result of the fuzzy inference engine is fuzzy value only. Defuzzification is a step to finding the crisp values. Numbers of algorithms are proposed for the defuzzification, so one can use these algorithms as per their context.

**Pattern mining:** Pattern mining plays important role in data mining task. Association rule mining is an active area under research. It helps in finding the complex relations between the item sets. The format of association rule is as.

\[ X \land Y \\Rightarrow \text{support} = s\%, \text{confidence} = c\% \]

1. Support s, is the probability that rule contains \{X, Y\}  
\[ \text{Support}(X \land Y) = P(X \land Y), \]
2. Confidence c, is the conditional probability that specify the c% of the transactions of database  
Considered must specify \(X\land Y\).

The rest of the paper is organized as follows Section 2 discusses some related work and section 3 is dedicated for conclusion.

## 2. Literature Survey

[1] Proposed a deep survey on various crawling strategies that are being existed. Here complete theory of crawling i.e. how crawling is happen? , how effectively crawlers can work? , how to increase the efficiency of the algorithm is well narrated by the author. To show the comparison between the systems numbers of systems are considered and thus they show that how one system can effectively perform over other. Tabular comparisons of 8 techniques are explained here. A Focused Crawler Based on Naive Bayes Classifier Proposed a new crawler which took Naive Bayes classifier as a base of their operations. Here to explore the features of the content of web pages TF-IDF algorithms are used. And to find the rank of web pages Bays classifiers are being used. Hence the proposed crawler performs better with respect to page ran crawlers and the BFS crawlers. Also the developers efficiently solved the TRAP problem which is normally observed in case of crawlers. The above crawler performs well on small data; its operations on large data are considered as a future work of their study.

Hits algorithm is one of the best methods used for the analysis of links. Techniques make use of this links to assign weight and authority to each web page of the network. But it has been observed that for some tree structure web pages algorithm fails to give precise outcome. [2] Narrates the technique which tries to overcome the disadvantage of above HITS algorithm. To accomplish this task a modification is done in the adjutancy matrix which is given as input to the algorithm. In the next part of the modification they changed the way by using weights is assign to the web pages. In modified algorithm they assign the weight by checking how frequently the web pages are used by the users.

To optimize the process of web crawling two step scheme is proposed by the [4]. In the first stage of process optimal crawls needed for each web page is determined. In the second part optimal achievable schedule is determined so that the crawling time will get reduced. With this reduced crawling time it gets easy to reduce the cost of crawler. To bring down the idea into reality the concept of probability function and resource allocation is considered. The main reason behind the use of this technique is their computational
efficiency which is very high. [5] Described a deep survey on the dimensionality reduction techniques i.e. preprocessing techniques used for the purpose of data reduction. The paper described all those method in lemon manner so it will get very easy for the newbies. Also the deep compassion between the lemmatization and stemming technique is done which gives better conclusion for the selection of one among them. [6] Explained the different preprocessing techniques normally observed in the data mining tasks. Apart from this mining 1 association rule is also performed using association algorithms. [7] WEKA is one of the most popular software used for the purpose of data mining tasks. [7] Highlights the different phase of WEKA from the day it released. The main motto behind the paper writing is the update which cam recently for the WEKA software. Here all the new features included in this software is highlighted so one can get easy understanding of the software use. [8] highlights the different techniques used for the purpose of web mining. Number of web mining systems such as semantic search, text and image retrieval, clustering, recommendation and many more are better elaborated here. For the proper understanding of the web mining a detailed graph is given by using one can easily understand the hierarchy. For the purpose of information retrieval fuzzy logic and genetic algorithms are combined and further effectiveness is explained. [9] Proposed a fuzzy logic for the neural network based decision system. The proposed model is completely differing from traditional models as it has advance deciding ability and complex network structure. The learning speed of fuzzy can be extensively increased by combining the supervised and unsupervised training sets. For explaining the feasibility of the system two applications are proposed. One is decision taking system and another is control system.[10] Narrates the contribution of fuzzy logic in different domains such as machine learning, image processing, and pattern mining over a last 40 years. Here author states the bold contribution of fuzzy logic in these domains by giving the various case studies, applications and example. [11] Proposed a method of finding genes by considering the frequent patterns in clustering. Before this proposal numbers of algorithms were proposed, out of all that Apriori algorithm is the best one. But Apriori processing is done level by level, because of which processing cost is increases. To overcome above drawback a new system is proposed by [11] which makes use of Fuzzy FP-growth approach which completely eliminates the boundary problem observed in Apriori. Also the increase in number of genes will not going to degrade the scalability of the system. [12] Illustrates the weight of fuzzy logic in the process of interesting data mining by focusing the different important aspects. In spite of different contributions made in the area, authors have full confidence that still there are many areas where the technique can grow efficiently. So to do this they said that main focus should be given on the strengths of the FST and the right issue. Association rule mining is one of the best research areas of data mining. ARM can be effectively used for the purpose of finding the hidden relationship between the items because it is impossible to find such relationships using normal mining tasks. Association rules are normally having two categories as positive and negative. [13] Presents different techniques of finding the positive and negative association’s rules. In this study several advantage and disadvantages of said techniques are figured out. [14] Proposed a brand new algorithm for transnational database to find the maximal frequent item sets. The algorithm performs the well when the numbers of datasets of the database are large in size. Here efficient pruning methodology is integrated with the DFS algorithm the fulfill the requirement of the search. By evaluating the system against various real word datasets, it has been found the system shows three to four times more performance than the previous systems. [15] Narrates the GenMax which is a back track searching algorithm efficiently used for the purpose of finding minimal item sets. To reduce the search space optimization of number is used. Two techniques named as progressive focusing and Deepset propagations are used. Deepset propagation is used to speed up the process of frequency computation. For the checking of maximality progressive focusing technique is used. Here GenMax is compared against the MaxMiner and MAFIA which is the state of the art methods for the frequent item set computation. After comparison it had been found that each of these methods has different performance as it is completely depends on the characteristics of the data being used. Also the comparison is done for the condition i.e. for which conditions algorithms behaves well and for which condition they show degraded performance. As the conclusion they said that MAFIA is a best method for finding the frequent item set but the GenMax is the best suit for detection of exact patterns.

To increase the efficiency of finding frequent item set transaction matrix based method is proposed by [16] which make use of transaction reduction. Normally the traditional association rule mining algorithms like Apriori generates the huge set of candidate item set which degrades the performance of the system. So to remove the said deficiencies [16] proposed a method known as MBAT. For the comparison purpose a tabular representation is given which clearly shows the difference between the Apriori and the proposed technique.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of time database scanned</th>
<th>Number of candidate item sets generated</th>
<th>Computational time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apriori</td>
<td>Large</td>
<td>Large</td>
<td>Large</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Only once</td>
<td>Very less as compared to apriori algorithm</td>
<td>Very less</td>
</tr>
</tbody>
</table>

3. Conclusion and Feature Scope

Frequent item mining is one of the most relevant used methods for pattern identification process. This paper puts light on frequent item mining on information of the web pages which are efficiently crawled from the web sites for further process using Éclat algorithm. This paper deeply surveyed on the many techniques that can be used on the web mining with pattern identification.
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