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Abstract: Mean labeling of graphs was discussed in [24-25] and the concept of odd mean labeling was introduced in [22]. kodd mean 

labeling and (k,d)odd mean labeling are introduced and discussed in [1,6-8]. kmean, keven mean and (k,d)even mean labeling are 

introduced and discussed in [9-17]. In this paper, we introduce (k,d)mean labeling and we have obtained results for some family of trees. 
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1. Introduction 
 
All graphs in this paper are finite, simple and undirected. 
Terms not defined here are used in the sense of Harary [20]. 
The symbols  V G  and  E G  will denote the vertex set 
and edge set of a graph G. 
 
A graph labeling is an assignment of integers to the vertices 
or edges or both subject to certain conditions. If the domain 
of the mapping is the set of vertices (or edges) then the 
labeling is called a vertex labeling (or an edge labeling). 
 
Graph labeling was first introduced in the late 1960’s. Many 
studies in graph labeling refer to Rosa’s research in 1967 
[23]. Labeled graphs serve as useful models for a broad range 
of applications such as X-ray, crystallography, radar, coding 
theory, astronomy, circuit design and communication network 
addressing. Particularly interesting applications of graph 
labeling can be found in [2-5]. 
 
Mean labeling of graphs was discussed in [24,25]. Vaidya 
and et al. [28-31] have investigated several new families of 
mean graphs. Nagarajan and et al. [27] have found some new 
results on mean graphs. 
 
Ponraj, Jayanthi and Ramya extended the notion of mean 
labeling to super mean labeling in [21]. Gayathri and 
Tamilselvi [18-19,26] extended super mean labeling to 
ksuper mean, (k,d)super mean, ksuper edge mean and 
(k,d)super edge mean labeling. Manickam and Marudai [22] 
introduced the concept of odd mean graphs. Gayathri and 
Amuthavalli [1,6-8] extended this concept to kodd mean 
and (k,d)odd mean graphs. Gayathri and Gopi [9-17] 
extended this concept to kmean, keven mean and 
(k,d)even mean graphs. 
 
In this paper, we extend kmean graphs to (k,d)mean 
graphs since there are graphs which are (k,d)mean for all  
k  2 and d  2 but not (k,1)mean for any k  1. Here, we 
have found (k,d)mean labeling of some family of trees. 
Throughout this paper, k and d denote any positive integer 
greater than or equal to 1. 
 
For brevity, we use (k,d)ML for (k,d)mean labeling and 
(k,d)MG for (k,d)mean graph. 
 

2. Main Results 
 

Definition 2.1 

 
A  ,p q  graph G is said to have a mean labeling if there is 
an injective function f  from the vertices of G to {0,1,2,…,q} 
such that the induced map *f  defined on E by 

 
   *

2
f u f v

f uv
 

  
 

 is a bijection from E to {1,2,…,q}. 

A graph that admits a mean labeling is called a mean graph. 
 

Definition 2.2 

 
A  ,p q  graph G is said to have a kmean labeling if there 
is an injective function f  from the vertices of G to  
{0, 1, 2, …, k + q – 1} such that the induced map *f  defined 

on E by  
   *

2
f u f v

f uv
 

  
 

 is a bijection from E to 

 , 1, 2,..., 1k k k k q    . 
A graph that admits a kmean labeling is called a kmean 

graph. 
 

Observation 2.3 

 
Every 1mean labeling is a mean labeling. 
 

Definition 2.4 

A  ,p q  graph G is said to have a (k,d)mean labeling if 
there exists an injective function f from the vertices of G to 

  0,1,2,..., 1k q d   such that the induced map *f  

defined on E by  
   *

2
 

  
 

f u f v
f uv  is a bijection from 

E to   , , 2 ,..., 1k k d k d k q d    . 

A graph that admits a (k,d)mean labeling is called a 
(k,d)mean graph. 
 

Observation 2.5 

1) Every (k,1)mean labeling is a kmean labeling 
2) Every (1,1)mean labeling is a mean labeling. 
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Theorem 2.6 

The path graph Pn is a (k,d)mean graph for all k and d, 
when n is even. 
 

Proof 

Let  nV P ={v1, v2, …, vn} and 

       nE P = 1,1 1i iv v i n    be denoted as in the Figure 2.1 

v1 v2 v3 v4
vn3 vn2 vn1 vn

...............

 
Figure 2.1: Ordinary labeling of Pn 

 
First we label the vertices as follows:  
Define   : 0,  1,  2,...., 1  f V k q d  by 

                 if v  = k + d(i – 1)  1, if i is odd 

                 if v  = k + d(i – 2), if i is even 
Then the induced edge labels are  
            *

1i if v v  = k + d(i – 1),  for 1  i  n – 1. 
 
The above defined function f provides (k,d)mean labeling of 
the graph. 
 
So, the path graph Pn is a (k,d)mean graph for all k and d, 
when n is even. 
 

(k,d) mean labeling of Pn for different cases of k and d when 
n is even are shown in illustration 2.7.  
 

Illustration 2.7 

(100, 20)mean labeling of the graph P10 is shown in Figure 2.2 

99 100 139 140 179 180 219 220 259 260

100 120 140 160 180 200 220 240 260

 
Figure 2.2: (100, 20)ML of P10 

 

(55, 44)mean labeling of the graph P6 is shown in Figure 2.3 

54 55 142 143 230 231
55 99 143 187 231

 
Figure 2.3: (55, 44)ML of P6 

 

(33, 11)mean labeling of the graph P8 is shown in Figure 2.4 

32 33 54 55 76 77 98 99
33 44 55 66 77 88 99

 
Figure 2.4: (33, 11)ML of P8 

 

(60, 13)mean labeling of the graph P10 is shown in Figure 2.5 

59 60 85 86 111 112 137 138 163 164
60 73 86 99 112 125 138 151 164

 
Figure 2.5: (60, 13)ML of P10 

 

Definition 2.8 

A comb graph 

nP  is a tree obtained from a path by attaching 
exactly one pendant edge to each vertex of the path. 
 
Theorem 2.9 

The comb graph 

nP  is a (k,d)mean graph for all k and d. 
Proof 

Let  nV P  =  1 2 1 2,  ,..., ,  ,  ,...,' ' '

n nu u u u u u  

and  nE P  =  1,  1  and ,  1 1    '

i i i iu u i n u u i n  
be denoted as in the Figure 2.6. 

u1 u2 u3 u4 un2 un1 un

'
1u '

2u '
3u

'
4u

'
2nu 

'
1nu 

'
n

u

 
Figure 2.6: Ordinary labeling of 

n
P

  

 
First we label the vertices as follows: 
Define   : 0,  1 ,2,..., 1  f V k q d  by 

   1f u  = k 

   '1f u  = k – 1 

                 nf u  = k + (q – 1)d 

                 '
nf u  = k + (q – 1)d – 1 

   if u  = k + 2d(i – 1), for 2  i  n – 1 

   'if u  = k + 2d(i – 1) – 1,for 2  i  n – 1 
Then the induced edge labels are 
             * '

i if u u  = k + 2d(i – 1), for 1  i  n 

           *
1i if u u  = k + d(2i – 1), for 1  i  n – 1  

The above defined function f provides (k,d)mean labeling of 
the graph. So, the graph 

nP  is a (k,d)mean graph for all k 
and d. (k,d)mean labeling of 

nP  for different cases of k and 
d are shown in illustration 2.10 
 
Illustration 2.10 

(4,6)mean labeling of the graph 5
P  is shown in Figure 2.7 

4 16 28 40 52

3 15 27 39 51

4 16 28 40 52

10 22 34 46

 
Figure 2.7: (4,6)ML of 

5
P


 

(13,3)mean labeling of the graph 5P  is shown in Figure 2.8 

13 19 25 31 37

12 18 24 30 36

13 19 25 31 37

16 22 28 34

 
Figure 2.8: (13,3)ML of 5


P  

(23,8)mean labeling of the graph 8P  is shown in Figure 2.9 

23 39 55 71 87

22 38 54 70 86

23 39 55 71 87

31 47 63 79
103 119 135

102 118 134

103 119 135

95 111 127

 
Figure 2.9: (23,8)ML of 

8
P


 

Paper ID: NOV152596 63



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2014): 5.611 

Volume 5 Issue 1, January 2016 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

(34,9)mean labeling of the graph 7
P  is shown in Figure 2.10 

34 52 70 88 106

33 51 69 87 105

34 52 70 88 106

43 61 79 97
124 142

123 141

124 142

115 133

 
Figure 2.10: (34,9)ML of 

7
P

  
 

Definition 2.11 

A twig is a tree obtained from a path by attaching exactly 
two pendant edges to each internal vertex of the path. 
 

Theorem 2.12 

The twig graph Tn is a (k,d)mean graph for all k and d, 
when n is even. 
 

Proof 

Let  nV T  = {vi, 0  i  n – 1, ui, wi, 1  i  n – 2} 

and  nE T  = {viui, viwi, 1  i  n – 2 and vivi+1, 0  i  n – 2} 
be denoted as in the Figure 2.11. 

v0 v1 v2 vn3 vn2 vn1

w1 w2 wn3 wn2

u1 u un3 un2

 
Figure 2.11: Ordinary labeling of Tn 

 

First we label the vertices as follows: 
Define   : 0,  1,  2,..., 1  f V k q d  by  

   if v  = 
 

3 1, if  is even
3 1 , if  is odd

 


 

k di i

k d i i
 

   if u  = 
 

 

3 4 1, if  is even
3 1 , if  is odd

   


 

k d i i

k d i i
 

   if w  = 
 

 

3 2 1, if  is even
3 1 , if  is odd

   


 

k d i i

k d i i
 

Then the induced edge labels are 
 *

1i if v v  = k + 3di, for 0  i  n – 2 

   *
i if v u  = k + d(3i – 2), for 1  i  n – 2 

   *
i if v w  = k + d(3i – 1), for 1  i  n – 2 

 
The above defined function f provides (k,d)mean labeling of 
the graph. 
 
So, the twig graph Tn is a (k,d)mean graph for all k and d, 
when n is even. 
 
(k,d)mean labeling of Tn for different cases of k and d when 
n is even are shown in illustration 2.13. 
 
Illustration 2.13 

(6,6)mean labeling of the graph T8 is shown in Figure 2.12 

5 6 41 42 77 78 113 114

30 31 66 67 102 103

18 19 54 55 90 91

12 30 48 66 84 102

18 36 54 72 90 108

6 24 42 60 78 96 114

 
Figure 2.12: (6,6)ML of T8 

(3,2)mean labeling of the graph T4 is shown in Figure 2.13 

2 3 14

11 12

7 8

5 11

7 13

3 9
15

15

 
Figure 2.13: (3,2)ML of T4 

(5,3)mean labeling of the graph T6 is shown in Figure 2.14 

4 5 22 23 40

17 18 35 36

11 12 29 30

8 17 26 35

11 20 29 38

5 14 23 32 41
41

 
Figure 2.14: (5,3)ML of T6 

(8,5)mean labeling of the graph T10 is shown in Figure 2.15 

7 8 37 38 67 68 97

11828 29 58 59 88 89

18 19 48 49 78 79

13 28 43 58 73 88

18 33 48 63 78 93

8 23 38 53 68 83 98
98 127 128

108 123

119

113 128

103 118

108 109

Figure 2.15: (8,5)ML of T10 

 

Theorem 2.14 

The star K1,n (n  4) is a (k,d)mean graph for all k  n – 2 
and for all d satisfying (q – 1)d  k + 1 except when n is odd 
and d is even. 
 

Proof 

Let   1,nV K  = {u, v1, v2,..., vn} and  

        1,nE K = {uvi, 1  i  n} be denoted as in Figure 2.16. 

v1 v2 v3
v4 vn1 vn

u

...
 

Figure 2.16: Ordinary labeling of K1,n 

 

First we label the vertices as follows: 
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Define   : 0,  1,  2,.., 1  f V k q d  by 
Case (1): when n is even 

Subcase (i): d is odd 
    f u  = k + (q – 1)d – 1 

   if v  = k  (q – 1)d + 2i – 1, for 1  i  1
2


n  

   if v  = k,   for 
2


n

i  

   if v  = k + (q – 1)d + (i – n) – 1, for 1 1
2
   

n
i n  

   nf v  = k + (q – 1)d 
Subcase (ii): d is even 
    f u  = k + (q – 1)d – 1 

   if v  = k  (q – 1)d + 2i – 1, for 1  i  1
2


n  

   if v  = k  1,   for 
2


n

i  

   if v  = k + (q – 1)d + (i – n) – 2, for 1 1
2
   

n
i n  

 nf v  = k + (q – 1)d 
Then the induced edge labels are 

 *
if uv  = k + d(i – 1),  for 1  i  n 

 

Case (2): when n is odd 

subcase (i): d is odd 
    f u  = k + (q – 1)d – 1 

    if v  = k  (q – 1)d + 2i – 1, for 1  i  1
2
n  

    if v  = k + d,   for 1
2



n

i  

    if v  = k + (q – 1)d + (i – n) – 1, for 3 1
2


  
n

i n  

    nf v  = k + (q – 1)d 
Then the induced edge labels are 

 *
if uv = k + d(i – 1),  for 1  i  n 

 
The above defined function f  provides (k,d)mean labeling 
of the graph. 
 
So, the star K1,n is a (k,d)mean graph for all k  n – 2 and 
for all d satisfying (q – 1)d  k + 1 except when n is odd and 
d is even. 
 

(k,d)mean labeling of K1,n for different cases of k and d except 
when n is odd and d is even are shown in illustration 2.15. 
 

Illustration 2.15 

(6,1)mean labeling of the graph K1,8 is shown in Figure 2.17 

0 2 4 6 8 10 11 13

12

6 7 8 9 10 11 12 13

 
Figure 2.17: (6,1)ML of K1,8 

 
(3,1)mean labeling of the graph K1,5 is shown in Figure 2.18 

0 2 4 5 7

6

3 4 5 6 7

 
Figure 2.18: (3,1)ML of K1,5 

(5,1)mean labeling of the graph K1,6 is shown in Figure 2.19 

1 3 5 7 8 10

9

5 6 7 8 9 10

 
Figure 2.19: (5,1)ML of K1,6 

(6,1)mean labeling of the graph K1,7 is shown in Figure 2.20 

3 5 7 9 10

11

1 12

6 7 8 9 10 11 12

 
Figure 2.20: (6,1)ML of K1,7 

 

Definition 2.16 

A bistar Bm,n is a tree obtained by joining the center vertices 
of the copies of K1,m and K1,n with an edge. 
 

Theorem 2.17 

The Bistar Bn,n (n  2) is a (k,d)mean graph for all k and d. 
 

Proof 

Let  ,n nV B  = {u, v, u1, u2, ..., un, v1, v2, ..., vn} 
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and  ,n nE B  = {uv, uui, vvi, 1  i  n} 
be denoted as in the Figure 2.21. 

u1

u2

u3

un1

un

u v

v1

v2

v3

vn1

vn

...

...

 
Figure 2.21: Ordinary labeling of Bn,n 

 
First we label the vertices as follows: 
Define   : 0,  1,  2,..., 1  f V k q d  by 

    f u  = k + (q – 1)d 

   if u  = k + 2di – 1,  for 1  i  n – 1 

   nf u  = k + (q – 1)d – 1 

    f v  = k – 1 

   if v  = k + 2d(i – 1),  for 1  i  n 
Then the induced edge labels are 

 *
if vv  = k + d(i – 1),  for 1  i  n 

 *f uv  = k + nd 

 *
if uu  = k + (n + i)d,  for 1  i  n 

The above defined function f provides (k,d)mean labeling of 
the graph. 
So, the graph Bn,n is a (k,d)mean graph for all k and d. 
(k,d)mean labeling of Bn,n for different cases of k and d are 
shown in illustration 2.18. 
 

Illustration 2.18 

(6,7)mean labeling of the graph B7,7 is shown in Figure 2.22. 

5

6

13

20

27

34

41

48

6

20

34

48

62

76

90

19

33

47

61

75

89

103

104

62

69

76

83

90

97

104

55

 
Figure 2.22: (6,7)ML of B7,7 

(3,5)mean labeling of the graph B5,5 is shown in Figure 2.23 
12

22

32

42

52

33

38

43

48

53

53 2
28

3

8

13

18

23

3

13

23

33

43  
Figure 2.23: (3,5)ML of B5,5 

(5,7)mean labeling of the graph B6,6 is shown in Figure 2.24 
18

32

46

60

74

88

89 4
47

54

61

68

75

82

89

5

19

33

47

61

75

5

12

19

26

33

40

 
Figure 2.24: (5,7)ML of B6,6 

(4,4)mean labeling of the graph B8,8 is shown in Figure 2.25 

19

27

35

43

51

59

44

48
52
56
60
64

11

67

40

68
52

44

36

28

20

12

28

24
20
16
12

8

60

4

32

4

68 3
36

 
Figure 2.25: (4,4)ML of B8,8 

 

Theorem 2.19 

The Bistar Bn,n+1 (n  2) is a (k,d)mean graph for all k and 
for all d  k + 1. 
 

Proof 

Let  , 1n nV B  = {u, v, u1, u2, ..., un, v1, v2, ..., vn+1} 

and  , 1n nE B  = {uv, uui, 1  i  n, vvi, 1  i  n + 1} 
be denoted as in the Figure 2.26. 

u1

u2

un1

un

...

v1

v2

vn1

vn+1

v3

...

u v

 
Figure 2.26: Ordinary labeling of Bn,n+1 

 
First we label the vertices as follows: 
Define   : 0,  1,  2,,..., 1  f V k q d  by 

     f u  = k  d + 1 

    1f u  = k + d – 2 

                  if u  = k + d(2i – 1) – 1, for 2  i  n 

     f v  = k + (q – 1)d  1 

    if v  = k + d(2i – 1),  for 1  i  n + 1 
Then the induced edge labels are 
              *

if uu  = k + d(i – 1),  for 1  i  n 

               *f uv  = k + nd 

              *
if vv  = k + (n + i)d,  for 1  i  n + 1 
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The above defined function f provides (k,d)mean labeling of 
the graph. 
 
So, the graph Bn,n+1 is a (k,d)mean graph for all k and for all 
d  k + 1. 
  
(k,d)mean labeling of Bn,n+1 for different cases of k and 
d  k + 1 are shown in illustration 2.20. 
 
Illustration 2.20 

 
(4,5)mean labeling of the graph B5,6 is shown in Figure 2.27 
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Figure 2.27: (4,5)ML of B5,6 

(1,2)mean labeling of the graph B3,4 is shown in Figure 2.28 
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Figure 2.28: (1,2)ML of B3,4 

(3,3)mean labeling of the graph B4,5 is shown in Figure 2.29 
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Figure 2.29: (3,3)ML of B4,5 

(6,6)mean labeling of the graph B6,7 is shown in Figure 2.30 
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Figure 2.30: (6,6)ML of B6,7 
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