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Abstract: In the modern IT environment , the number of cloud based applications are exponentially increasing. The underlying cloud 

network should sustain the increasing complexity ,and the demand for scalability and elasticity, The performance of the cloud network is 

the major concern in the modern data center from sociability perspective. This paper attempts to capture the survey of different 

technologies and algorithm used to for virtual machine placement that optimizes the cloud network. 
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1. Introduction  
 
The placement of Virtual machine is the process of finding 
the most suitable compute host for the virtual machine . It 
involves classifying the underlying hardware and network 
and resources requirements along with anticipated utilization 
of resources and the placement target. The placement target 
can either be optimizing the usage of available resources or 
it can be minimizing of power consumption by shutting 
down few servers temporarily. The virtual machine place-
ment algorithms are designed to meet the above goals or 
targets. In this paper , we are primarily focus on the optimiz-
ing the underlying cloud network used for data transfer 
among the virtual machines. Current data centers are built of 
a huge number of networked servers that are virtualized to 
give computing resources to a large number of users. Data 
centers can not properly sustain and support the performance 
demands of many critical applications without an enough 
network infrastructure. The comparative analysis of different 
schemes for optimizing the virtual machine placement and 
the application of each scheme is discussed in the rest of 
paper. We analyze MAPLE [8] , NETDEO[2], TVMPP[6] 
schemes which are mainly used for network aware virtual 
machine placement 

 

2. Network-Aware Virtual Machine 

Placemment Schemes 
 

2.1 NetDeo 

 

 1.1.1  Overview 

The NetDeo[2] focuses on improving the better utilization of 
the existing network design and infrastructure .It does not 
change the existing network architecture and routing proto-
col intact. Instead, it aims at reducing network bandwidth 
requirement by optimizing placement of VMs in the cloud. 
This technique has lower up-front cost and immediate appli-
cability. This scheme addresses the following issue in the 
cloud network which are not addressed by others schemes.  
 Feasiblity: It finds the all the possible virtual machine 

placement plans. Each plan has number of migration as-
sociated with it. The cost of the plan is decided based on 
the number of migrations required. It finds the placement 
plan that has less cost  

 Felixibility: Even though the placement plan is optimal, 
it is not possible for the cloud administrator to choose the 
optimal plan because of the certain practical concerns. 
For example, the customer would not want to have their 
VM placed on the host that do not have required configu-
ration to run their application. I n this case cloud admin-
istrator choose the sub optimal plan for virtual machine 
placement 

 Expandability: The cloud network evolves over the pe-
riod that requires administrator to opt for upgrading serv-
er and network capacity. 

 
Moreover, in most of the cases, better cloud optimization 
solution involving upgrading of only a few resources The 
sets of servers and switches to be upgraded will be a big 
concern here. The NetDEO scheme addresses this issue by 
by employing a swarm intelligence [13] optimization algo-
rithm which is based on modified simulated annealing [14].  
 
 1.1.2  Working 

The NETDEO working consists of 4 steps as explained be-
low  
Step 1: Find the virtual machine to migrated from current to 
another host 
Step 2:Iterate over all neighboring hosts and find the suitable 
target host for VM migration 
Step3:Check if the performance goal is reached by this mi-
gration action. If not continue Step2 
Step4: Complete the migration 
 
 1.1.3   Advantages 

1) Applicable in the dynamic environment where the com-
pute hosts are getting added and removed from the envi-
ronment very frequently 

2) Continues and incremental optimization of the cloud 
network 

3) Performs good in Tree[10][11] and FatTree [12] network 
topology 

 
 1.1.4  Disadvantages  

1) The traffic agent needs to be installed on the all compute 
host that keep on sending the traffic information for that 
particular host. Its very difficult to install and maintain 
the traffic agent if the number of hosts in the environ-
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ment are very huge 
2) Does not perform well in Bcube [9] topology 
3) Performance degrades when number of hosts are in-

creased  
 
 1.2  MAPLE 

 
 1.2.1  Overview 
A MAPLE[8] is a network-aware Virtual Machine placement 
scheme that uses estimate of the effective bandwidth re-
quired between compute hosts to ensure that the cloud net-
work performs within targets specified in the SLA for the 
customer application. It is able to allocate network resources 
in a in order to make perfect balance between efficiency of 
resource utilization and the performance requirement.  

 
The MAPLE is designed provide a network-aware VM 
placement policy in which VMs within an predefined set that 
need to be launched or migrated on different servers are 
placed in order to ensure that the effective bandwidth availa-
ble on the network path is adequate. The effective bandwidth 
as the ―minimum bandwidth required to transfer data from 

source to destination that obeys specified QoS goals.‖ The 
MAPLE require neither the a prior reservation of bandwidth 
nor the solution of traffic control mechanisms in server 
hypervisors. Once a set of VM is placed, they are enabled to 
reach their peak throughput. It is based on the use of conti-
nuously computed estimates of effective bandwidth on the 
network paths. This approach allows the cloud administrator 
to specify QoS goal for hosted applications in terms of re-
sponse delay ensuring that network bandwidth is utilized 
efficiently. The MAPLE accomplishes the following objec-
tives:  
 
1) provisioning of predictable network performance to cus-

tomers VM ensembles, 
2) optimal allocation of network and compute resources, 

and 
3) satisfaction QoS 

 
 1.2.2  Working 

The MAPLE system composed of following 2 main compo-
nents 

 

A. Estimated Bandwidth Agent: Estimated Bandwidth 
Agents are installed and configured on all the servers on 
which MAPLE can launch virtual machines. The EB agent is 
responsible for sending the traffic information from the 
server to the MAPPLE controller using utilities like Wire-

shark. The MAPPLE controller uses this traffic information 
to estimate effective bandwidth. The effective bandwidth for 
the QoS goals(s) specified by the MAPLE controller is esti-
mated for each network path whenever the MAPLE control-
ler asks for effective bandwidth information  
 

B. MAPLE Controller: The MAPLE controller is the vir-
tual machine placement engine that handles requests for new 
VM ensemble placement. It decides if the request can be 
accepted and perform the VM placement. It consists of fol-
lowing three functional components. 
 

1) Request Pre-processor: It receives VM placement re-
quests and small number of QoS classes offered by the cloud 

provider. These QoS goals are mentioned in terms of packet 
delays instead of overall throughput levels. The VM ensem-
ble placement requests prescribes a architecture of VMs that 
consists of an application , Operating system and data rates 
between VMs  
 

2) Residual Bandwidth Estimator: This component man-
ages the EB Agents installed on the compute hosts under the 
environment of the MAPLE system. Whenever there is a 
new VM ensemble placement request , the Residual Band-
width Estimator requests a number of servers for their effec-
tive bandwidth estimate. The multiple options are possible to 
decide which servers are queried. 
 

3) VM Placement: This component takes pre-processed VM 
ensemble placement requests as an input. It queries the Re-
sidual Bandwidth Estimator to give the set of candidate 
servers for VM placement and the estimates of residual 
bandwidth available on the links of those servers. It then 
runs the MAPLE network-aware VM placement algorithm.  
 
 1.2.3  Advantages 

1) Good performance for deploying multiple VM at a time 
2) Less QoS violation as compared to NetDEO[2] and Ok-

tupus[7] 
 
 1.2.4  Disadvantages 

1) Does not perform very good in dynamic environment 
where the compute host are upgraded very frequently 

2) Applicable only for tree topology.  
 
 1.3  Oktopus 

 
 1.3.1  Overview  
This Oktopus[7] is applicable for multi-tenent cloud provid-
er that accepts the network bandwidth requirement from the 
tenant and try to allocate the required network resources 
while deploying the tenet application in the cloud. The tenet 
specifies the network requirement as ―Virtual Network‖ . It 
provides the abstraction of the virtual network by which it 
determines the trade-off between the network guarantees 
offered to tenant and the cloud provider's revenue. 
 
The Oktopus extends the abstract interface to tenant so that 
tenant can specify the network requirements in terms of 
―Virtual Network ― . The virtual network interface is guided 
by two design goals  
 

Tenant sustainability : The tenant application should per-
form as per the requirement mentioned in virtual network 

 

Provider's Fexilibility: The cloud provider should be able 
to map the multiple virtual networks to the underlying phys-
ical network and able to utilize the physical network at op-
timum level. It allows the sharing the network among the 
multiple tenants  
 
 1.3.2  Advantages 

1) Virtual Network allows to specify the QoS requirement  
2) Physical Network sharing ratio is increased in multi—

tenant environment 
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 1.1.1  Disadvantages  

1. Not applicable for dynamic environment where the infra-
structure is continuously upgraded  

2. Does not perform VM migration 
 
 1.2  Traffic Aware Virtual Machine Placement 

Problem(TVMPP) 

 

 1.2.1  Overview 

The TVMPP[6] is a network performance problem. The traf-
fic matrix among the virtual machines and the cost matrix 
among the compute host machines is considered as the input 
for this problem. The output of this algorithm is the optimal 
solution that suggests which host the VMs should be placed 
in order to optimize the cloud network. The aggregate traffic 
rates dictated by every network device like switches and 
router. The TVMPP is NP-hard problem and propose a heu-
ristic approach to solve the TVMPP efficiently for large en-
vironment. The algorithm follows a novel two-tier approach: 
it first makes partitions of VMs and hosts into clusters. Then 
it finds matching VMs and hosts within the cluster and sub-
sequently at individual level. The TVMPP address following 
issues 
1) The scalability issue of cloud networks with network-

aware virtual machine placement. 
2) Analyze the impact of cloud network architectures and 

traffic traces on the scalability gains achieved by net-
work-aware VM placement. 

3) Measure traffic patterns in the cloud environments, and 
use the information to launch new virtual machine and 
the migration  

 
 1.2.2  Advantages  

1) Good performance in varying traffic condition 
2) Bcube topology is benefited more with TVMPP 
 
 1.2.3  Disadvantages 

1) Worst performance in tree topology 
2) Not applicable for dynamic environment where the infra-

structure is continuously upgraded  
 
 1.3  Hiefer 

 
 1.3.1  Overview 

The Hiefer[1] is applicable for providing the predicable per-
formance in the heterogeneous environment especially in 
Infrastructure-as-a-Service (IaaS). However, providing pre-
dictable guarantee for tenant applications is becoming more 
and more challenging in IaaS clouds. The hardware hetero-
geneity and performance hinderance within the same type of 
cloud, brings substantial performance variation to tenant 
applications. This discourages tenants to move their perfor-
mance sensitive services to the IaaS based cloud. Hifer is 
designed to tackle this issue by providing the VM provision-
ing framework for tenant applications to be deployed in the 
heterogeneous cloud. It anticipate the performance of the 
applications using measured resource utilization and acquir-
ing VM interference. Heifer provisions the new VM in-
stances to good-performing hardware type to achieve pre-
dictable performance for tenant applications, by exploring 
the infrastructure heterogeneity.  

 

 1.3.2  Advantages 

1) Good performance in the heterogeneous environment 
2) Compatible with IaaS 
 1.3.3  Disadvantages 

1) Not applicable in PaaS and SaaS 
2) Does not perform well in dynamic environment 
 
3. Conclusion 
 
In this paper , we have analyzed different scheme and algo-
rithm applicable for network-aware virtual machine place-
ment in the cloud that give predicable performance for te-
nant application. Among the different schemes discussed , 
the NETDEO looks more promising as it handles the dy-
namic changes in the cloud environment and performs better 
in Tree Topology which is mostly used in the modern data 
centers 

 

References 
 

[1] Fie Xu ,Fangming Liu, ― Heterogeneity and Interference-
Aware Virtual Machine Provisioning for Predictable Perfor-
mance in the Cloud‖ IEEE Transaction OCT 2015 

[2] Zhenyu Wu, Guofei Jiang, and Haining Wang,Yueping 
Zhang, Vishal Singh, ―Automating Cloud Network Op-
timization and Evolution,‖ IEEE journal VOL. 31, NO. 
12, DECEMBER 2013 

[3] David Breitgand, Amir Epstein, Alex Glikson, ―Net-
work Aware Virtual Machine and Image Placement in a 
Cloud,‖ 9th CNSM and Workshop at IFIP DECEMBER 
2013 

[4] Runxin Wang, Juliano Araujo Wickboldt,Brendan Jen-
nings, Rafael Esteves, Lei Shi,Lisandro Zambenedetti 
Granville, ―Network-aware Placement of Virtual Ma-
chine Ensembles using Effective Bandwidth Estima-
tion,‖ 10th CNSM and Workshop at IFIP , 2014 

[5] Kurt Vanmechelen,Jörn Altmann,Omer F. Rana , ―Eco-
nomics of Grids, Clouds, Systems, and Services,‖ 8th 
International Workshop, GECON 2011, Paphos, Cyprus, 
December 5, 2011 

[6] X. Meng, L. Zhang V. Pappas, ―Improving the scalabili-
ty of data center networks with traffic-aware virtual ma-
chine placement,‖ in IEEE INFOCOM, San Diego, CA, 
USA, March 2010. 

[7] H. Ballani, T. Karagiannis, P. Costa, and A. Rowstron, 
―Towards predictable datacenter networks,‖ in Proc. 
ACM SIGCOMM, 2011, pp. 242–253. 

[8] Runxin Wang, Rafael Esteves, Lei Shi, Juliano Araujo 
Wickboldt,Brendan Jennings, Lisandro Zambenedetti 
Granville, "Network-aware Placement-of-Virtual- Ma-
chine-Ensembles-using-Effective-Bandwidth-
Estimation", in 10th CNSM and Workshp , 2014 

[9] C. Guo, H. Wu, X. Zhang,G. Lu, D. Li, Y. Shi, C. Tian, 
Y. Zhang, , S. Lu, ―BCube: a high performance, server-
centric network architecture for modular data centers,‖ 
in ACM SIGCOMM, Aug. 2009 

[10] M. Al-Fares, A. Vahdat, A. Loukissas, ―A scalable, 
commodity,data center network architecture,‖ in ACM 
SIGCOMM, Aug. 2008. 

[11] Greenberg, C. Kim, P. Lahiri,D. A. Maltz, P. PatelJ, R. 
Hamilton, N. Jain, S. Kandula, and S. Sengupta, ―VL2: 
a scalable and flexible data center network,‖ in ACM 
SIGCOMM, Aug. 2009. 

Paper ID: NOV152580 116



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2014): 5.611 

Volume 5 Issue 1, January 2016 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

[12] R. N. Mysore, N. Huang, P. Miri, A. Pamboris, N. Far-
rington, S. Radhakrishnan,V. Subramanya, and A. Vah-
dat, ―PortLand- a scalable faulttolerant layer 2 data cen-
ter network fabric,‖ in ACM SIGCOMM, Aug.2009. 

[13] E. Bonabeau, G. Theraulaz,M. Dorigo, Swarm intelli-
gence: from natural to artificial systems. New York, NY, 
USA, Oxford University Press, Inc., 1999. 

[14] P. J. M. Laarhoven , E. H. L. Aarts, Eds., Simulated 
annealing: theory and applications. Norwell, MA, USA, 
Kluwer Academic Publishers, 1987. 

Paper ID: NOV152580 117




