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Abstract: For population units arranged in a single or multiple dimensions, several estimators have been developed to estimate the 
population parameter when the population size is a multiple of sample size. Only limited numbers of estimators have been introduced 
to estimate population parameter when the population size is not a multiple of sample size. Also, there are few estimators that have 
been introduced for unequal multi-dimensional populations. To resolve these matters, a design called multi-circular systematic 
sampling for an unequal multi-dimensional population when N1 ≠ n1k1, N2 ≠ n2k2,.…, Nh ≠ nhkh in turn (N1 x N2 x N3 ……. x Nh) ≠ 
(n1 x n2 x n3….. x nh) x (k1 x k2 x k3….. x kh) is described for the population exhibiting linear trend.  
 
Keywords: Multi-circular: Identifying labels in a cyclic fashion in multiple dimensions, Multi-dimension: Multiple dimensions, Linear 

trend: Uniformly increasing trend  
 

1. Introduction 
 
Most of the systematic sampling methods such as linear 
systematic sampling (Madow and Madow, 1944), balanced 
systematic sampling (Sethi, 1965), centered systematic 
sampling (Singh, Jindal and Garg, 1968), square grid 
systematic sampling (W.G Cochran, 1977), cuboidal 
systematic sampling (Uthayakumaran, 2015), multi-label 
systematic sampling (Uthayakumaran, 2015) etc., have been 
introduced to develop estimators of the population 
parameters when the population size is a multiple of sample 
size. The major limitation of these systematic sampling 
methods is that the estimators are developed when the 
population size is a multiple of sample size.  
 
In real life situations, sample size is determined by some 
fundamental assumptions pertaining to contact variables, 
study result, type-I error and power. Other important 
considerations such as man power, time frame, feasibility, 
problem of non-response and cost also play a vital role in 
deciding a sample size. Hence, population size may not 
always be a multiple of sample size. To overcome this 
limitation, circular systematic sampling method (Lahiri, 
1951), balanced and centered circular systematic sampling 
methods (Uthayakumaran, 1998) for single dimensional 
population, dual circular systematic sampling method 
(Uthayakumaran and Venkatasubramanian, 2013) for two 
dimensional population, UV cubical circular systematic 
sampling method (Uthayakumaran and 
Venkatasubramanian, 2015) for three dimensional 
population have been introduced to generate estimators 
when the population size is not a multiple of sample size.  
 

In these dual and cubical circular systematic sampling 
methods, only equal dimensional populations are dealt for 
estimation. To resolve this matter, a design called multi- 
circular systematic sampling, which gives a reliable 
estimator to the population mean for the population arranged 
in multiple unequal dimensions and its corrected estimator, 
which may coincide with the population mean in the 
presence of a linear trend has been described. 
 
2. Multi-Circular Systematic Sampling Design 
 
A multi-dimensional population element may be represented 
by study variable

g
iY , ig = 1, 2,…, Ng; g = 1, 2,…., h. Here, 

g
iY is the value of the h dimensional elements. The 

population contains (N1 x N2 x..….x Nh) units. The sample 
contains (n1 x n2 x.…x nh) units. The sampling intervals k1, 
k2,…, kh are the integer part of the ratios N1/n1, N2/n2,….., 
Nh/nh respectively.  
 
A multi-circular systematic sample is selected by drawing 
multiple independent starting coordinates rg at random, each 
between 1 to Ng respectively. A sample of size (n1 x n2 x….x 
nh) contains all units whose coordinates are of the form  
 

{rg + γkg}  if 1 ≤ rg + γkg ≤ Ng 
{rg + γkg - Ng}  if rg + γkg > Ng,  

  γ = 0, 1,…, (ng-1); g = 1, 2,……., h  (2.1) 
 

Estimation of population mean of study variable 

 
For the sampling design described above, population mean 
of study variable can be estimated using sample mean of 
study variable: 
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The variance of the above estimator can be established by 
considering  
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where population mean of study variable 
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Sampling of six units (h=2): 

 
To start with, study variable of multi-dimensional population 
exhibiting linear trend  

g
iY = 



h

g

gi
1

      (2.5)  

is considered for two unequal dimensional population in the 
following illustration. 
 
To estimate population mean of study variable, if areas like 
group of taluks (I1) and group of villages (I2) are identified 
according to its increasing order of geographical size, it is 
possible to arrive at reliable estimate under the assumption 
that study variable exhibits linear trend. In this illustration, 
row dimension is 5 groups of taluks and column dimension 
is 8 groups of villages. The technique of multi-circular 
systematic sampling can be illustrated by applying it to the 
case of sampling n1 x n2 = 2 x 3 = 6 units from the 
population arranged in two- unequal dimensions of N1 x N2 
= 5 x 8 = 40 units. 
 

Step 1: 

A random number is drawn from 1 to 5 of I1 (say 5). 
Sampling interval k1 = N1/n1 = 5/2 = 2, using (2.1), the 
following i1

th label of sampling units are selected. 
    {5, 2}  
 

Step 2: 

A random number is drawn from 1 to 8 of I2 (say 8). 
Sampling interval k2 = N2/n2 = 8/3 = 2, using (2.1), the i2

th 
label of sampling units are selected. 

{8, 2, 4} 
 

Step 3: 

The following sample units of two-unequal dimensional 
population are selected using the labels selected from the 
step1and step 2. 

 (5, 8), (5, 2), (5, 4), (2, 8), (2, 2), (2, 4) 
 

Illustration: 

This sampling design is discussed theoretically with study 
variable exhibiting linear trend through the model (2.5) 

g
iY = i1+i2, i1 = 1,.., 5; i2 = 1,.., 8.  

I1 I2 (1) (2) (3) (4) (5) (6) (7) (8) 
(1) 2 3 4 5 6 7 8 9 
(2) 3 4 5 6 7 8 9 10 
(3) 4 5 6 7 8 9 10 11 
(4) 5 6 7 8 9 10 11 12 
(5) 6 7 8 9 10 11 12 13 

In the above illustration, if it is assumed that sample survey 
is carried out to find out the estimate sample mean in the 
randomly selected 2 x 3 sampling units, it can be noted that 

g
iY  deducted from the selected cells are 4, 6, 10, 7, 9 and13. 

Using (2.2), the estimated sample mean is 49/6 = 8.17, 
which is close to the population mean of (N1 + N2 + 2)/2 = 
7.5.  
The possible 40 samples together with the sample means of 
multi- circular systematic sampling design is shown in 
Table-1. 
 

Table-1: Sample mean under multi- circular systematic 
sampling design (h=2) 

Random 
starts 

Sample 
composition Probability Sample mean 

1,1 
(1,1),(1,3),(1,5) 

(4,1),(4,3),(4,5)  
1/40 (Y11+……+Y45)/6 

1,2 
(1,2),(1,4),(1,6) 

(4,2),(4,4),(4,6) 
1/40 (Y12+……+Y46)/6 

… … … … 

… … … … 

5,8 
(5,8),(5,2),(5,4) 

(2,8),(2,2),(2,4) 
1/40 (Y58+……+Y24)/6 

The expected value of sample mean of the multi-circular 
systematic sampling design is just the simple average of 
column (4) in Table-1, which turns out to be population 
mean of study variable. 
 
Similarly, this exercise may be repeated for more than two 
(h > 2) dimensional populations. 
 

3. Corrected Estimator 
 
It is well known that linear systematic sampling scheme 
performs better than simple random sampling in the 
presence of linear trend. Yates (1948) suggested a 
modification over the usual expansion estimator in order to 
estimate the population mean of study variable in the 
presence of linear trend without any error. Proceeding along 
these lines, Bellhouse and Rao (1975) suggested a corrected 
estimator meant for circular systematic sampling to estimate 
the population mean of study variable in the presence of 
linear trend without any error. Motivated by this, 
Uthayakumaran (1998) suggested a new estimating 
procedure that is quite general in nature and applicable 
under various systematic sampling methods for population 
viewed in single dimension. Uthayakumaran and 
Venkatasubramanian (2013, 2015) extended this procedure 
for population arranged in two and three dimensions 
according to the associated factors.  
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In the light of the above development, the following 
procedure is introduced for the population arranged in 
multiple dimensions. 
 
Let the sampled units be arranged in an original serial order 
of the population. A multiple dimensional sample units may 
be represented

g
jY , jg = 1, 2,…, ng; g = 1, 2,…., h. Here, 

g
jY is the value of the h dimensional elements. The values 

of the elements which have equal array labels are given a 
unique weight R. The weight R is selected in such a way that 
the corrected sample mean of study variable coincides with 
the population mean of study variable under the linear trend 
(2.5). 
 
This can be achieved by equating the corrected sample mean 
of study variable to the population mean of study variable. 
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(3.1)

coincides with the population mean of study variable. That is, unique weight R can be chosen in such a way that Yyc  , 

where  = (N1 + N2 +…+ Nh + h)/2              (3.2) 

By solving equations (3.1) and (3.2), we get 
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It may be noted that the unique weight R = 9/13 in the above 
mentioned illustration when the corrected 
estimator Yyc  = (N1 + N2 + 2)/2 = 7.5 coincides with 
the population mean of the study variable.  
 
4. Discussion  
 
Estimate will be reliable by the adoption of the above 
methodology as care is being taken to spread the sampling 
units into the population as much as possible. In routine, it is 
not often to get the population in equal number of cells with 
the associate factors and also it is recognized that population 
size is not always multiple of sample size. To overcome 
these difficulties, multi-circular systematic sampling design 
is explained through the linear trend (2.5) for the population 
arranged as (N1 x N2 x ….x Nh) cells, where (N1 x N2 x 
….Nh)  (n1 x n2 x ….x nh) x (k1 x k2 x ….x kh).  
In the case of corrected estimator in multi-circular 
systematic sampling design, the values of the equal labeled 
elements are given a unique weight R to estimate the 
population mean of study variable in the presence of linear 
trend without any error.  
 

5. Conclusion 
 
For the population size not a multiple of sample size, the 
suggested design is useful in selecting the appropriate 
samples from an unequal number of multi-dimensional cells. 
The estimation of parameter is likely to be more reliable if 
the sample is identified in accordance with the associated 
factors. This multi-circular systematic sampling approach 

has successfully incorporated this flexibility by ensuring an 
equal probability sample where it is not necessary to have a 
complete sampling frame. 
 
In real life, too many levels of dimension will give 
inconsistency and uncertainty. Generally, three dimensional 
sampling methods are adequate for large scale surveys. The 
researchers can decide the levels of dimension to attain a 
reliable estimator using proper decision, existing knowledge 
and classification of associate factors. 
 
The suggested corrected sample mean (3.1) is equal to the 
population mean under multi-dimensional population 
exhibiting linear trend. 
 
If (N1 = N2 =….= Nh = N) and (Nh ≠ nhkh) then this sampling 
design yields an equal probability sample with cyclic fashion 
for equal multi-dimensional population. If population is a 
multiple of sample size in some dimensions and not in other 
dimensions and (N1 x N2 x N3 …….x Nh) ≠ (n1 x n2 x n3…..x 
nh) x (k1 x k2 x k3…..x kh) then also the sampling design 
yields an equal probability sample with linear and cyclic 
composition of selection. 
 
This sampling design may be applied by adopting different 
sampling procedures instead of systematic sampling 
procedures for the selection of array labels of sampling units 
in different levels. However, accuracy and reliability of the 
estimator by this attempt may be examined by further 
research.  
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