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from N, or another way to look at it is that it's a linear 

combination of the rows of N using coefficients from L, so 

we can take the rows of  N  equal to the  basis of the row 

space of matrix M or another  matrix with  its  rows  some  

elements (vectors) in the row space of M not necessary be 

the basis . If we want to reduce the entities of M and M is an 

square  matrix then according to the proposition, M must be 

singular. 
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Then we can do row operation to M so as to get its basis as 

follows:   
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Now we can take  

MAB    where    

 

 
 

Multiplying both sides with 
tB we get  
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Multiplying both sides with 

 
We get  

 

Now let   4,3,8,7,51 r ,  3,1,1,1,02 r  and let 

   5,0,5,10,53,2,1,6,9,52 212211  rrwrrw

 ,so we can form another factorization for M  by taking the 

matrix  

 

 
So we will get  
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Multiplying both sides with  
tB   , we get  
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Multiplying both sides with  

 
We get  
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Now we note that some  entities of A are not integers ,and D 

is 22 matrix  so if we choose D such that its determinant  

equal 1   all the entities of A  will be integers because 
1D  will not contains any fraction and this will be done as 

follows : 

Let   4,3,8,7,51 r ,  3,1,1,1,02 r  and let 

   1,0,1,2,1)3(
5

1
,2,1,6,9,52 212211  rrwrrw  

,so we can form another factorization for M  by taking the 

matrix   
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Multiplying both sides with 
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tB   
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Multiplying both sides with   

So we get  
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We can use also the vectors of the row space for factorizing 

a rectangular matrix, so if we have a rectangular matrix 
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The basis of its row  is 

)5,0,1,5,2,2,0(,)1,2,1,1,2,0,2( 21  rr ,if we 

choose we note that the matrix D  will 

be the identity matrix   and that makes the 

calculation easy as we see in the following
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Multiplying both sides with 
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   instead of 
tB  this will give us in the left side    

Then we get  
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So  
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Note that  the sum of  the entities on the right hand side is 22 

instead of 28 ones in the left side  

 

5. Conclusion 
 

The method of using vectors of the row space in factorizing 

a matrix is an efficient method for reducing the entities of a 

data set matrix ,although there are many algorithm for 

matrix factorization ,this a logarithm will be a  good method 

because it is very simple, easy and accurate so it is more use 

full in reducing the entities of data set matrix. 
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