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Abstract: For a very large query, different users have different search goals when they submit it to a search engine. To improve search engine relevance and user experience, the inference and analysis of user search goals can be convenient, relevance and user experience. Here we provide an overview of the system architecture of proposed feedback session framework with their advantages. Also we have detail deliberate the literature survey. First, we propose a framework based on clustering the proposed feedback sessions to detect different user search goals for a query. Using user click-through logs Feedback sessions are constructed and these sessions can efficiently show the needed information for user. Information needs of users. Second, we propose a novel approach to generate pseudo-documents for better representation of the feedback sessions for clustering. Finally, to evaluate the performance of inferring user search goals we propose a new criterion “Classified Average Precision (CAP)”.
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1. Introduction

In web search applications, user submits the queries to search engines to represent the information needs. However, sometimes requests that are submitted to search engine may not accurately represent user’s specific information needs. Since many confusing queries may cover a wide topic and different users may want to get the different information on different aspects when they submit the same query.

Now-a-days, large amount of information is available on the Internet; Web search has become an indispensable tool for Web users to gain desired information. But, it becomes very hard task to get exact information that user want. Typically, Web users submit a short Web query consisting of a few words to search engines. Because these queries are short and ambiguous, how to interpret the queries in terms of a set of target categories has become a major research issue.

For example, when the query “apple” is submitted to a search engine, some people want to locate the natural fruit, while some people want to learn the different types of smart phones. Therefore, it is necessary to capture different user requirements, user needs in information retrieval. We define user search goals as the information on different aspects of a query that user groups want to obtain. Information need is a user’s particular desire to obtain information to satisfy different user needs. Here, User search goals can be considered as the clusters of information needs for a query that has been submitted to search engine.

User search goals or query intent can have a lot of advantages in order to improve the search engine relevance and user experience. Here, some advantages of using this system are:

1) It is possible to restructure web search results according to user search goals by grouping the search results with the same search goal. Users with different search goals can easily find what they want and satisfy the users need.

2) User search goals that are represented by some keywords can be utilized in query recommendation thus, the suggested queries can help users to form their queries more precisely and with more accurately.

3) The distributions of user search goals can also be used in applications such as re-ranking web search results that contain different user search goals.

2. Literature Survey

Other works analyze the search results returned by the search engine directly to exploit different query aspects. However, query aspects without user feedback have some drawbacks to improve search engine. Some works take user feedback into account and analyze the different clicked URLs of a query in user click-through logs directly, but the number of different clicked URLs of a query may not be large enough to get ideal results. The early utilization of user click-through logs is to obtain user implicit feedback to enlarge training data when learning ranking functions in information retrieval. Here we are studying how to infer user search goals from user click-through logs and restructure the search results according to the inferred user search goals.

2.1 Automatic Identification of User Goals in Web Search

By Uichin Lee, Zhenyu Liu, Junghoo Cho [12]
In this paper, he proposed two types of features for the goal-identification task:
1. Anchor-Link Distribution
2. User-Click Behavior

1. Anchor-Link Distribution
For a given a query, its anchor-link distribution is determined as follows: Firstly, find all the anchors appearing on the Web that have the identical text as the query, and extract their destination URLs. Then, count the numbers of times each destination URL appears in this list. After getting the count of destination URL, arrange the destinations in the descending order of their appearance. Then writer created a
Given a query \( k \), the search engine will return a ranked list of Web pages. To know what the users are really interested in, the author first retrieves its past similar queries from preprocessed history data collection. Consider that there are \( N \) pseudo-documents in history data set: \( H = \{ K_1, K_2, ..., K_N \} \). Each \( K_i \) corresponds to a unique query and is enriched with click-through information. To find \( k \)'s related queries in \( H \), a natural way is to use a text retrieval algorithm. In this paper, the author has used the OKAPI method, it is one of the state-of-the-art retrieval methods. After calculating the similarity between query \( k \) and pseudo-document \( K_i \), based on the similarity scores, they rank all the documents in \( H \). The top ranked documents provide us a working set to learn the aspects that users are usually interested in. Each document in \( H \) related to a past query, and thus the top ranked documents related to \( k \)'s corresponding past queries.

2.2 Learn from Web Search Logs to Organize Search Results

By Xuanhui Wang ChengXiang Zhai[6]

For a given input query to the search engine, the general procedure of this proposed approach is described as follows [6]:

1. Get its connected information from search engine logs. All the detail forms a working set.
2. Study the aspects from the information in the working set. These aspects correspond to user’s regards given the input query. Each aspect is labeled with a corresponding query.
3. Classify and arrange the search results of the input query according to the aspects studied above.

1. Locating Related Past Queries

Given a query \( k \), a search engine will return a ranked list of Web pages. To know what the users are really interested in given this query, the author first retrieves its past similar queries from preprocessed history data collection. Consider that there are \( N \) pseudo-documents in history data set: \( H = \{ K_1, K_2, ..., K_N \} \). Each \( K_i \) corresponds to a unique query and is enriched with click-through information. To find \( k \)'s related queries in \( H \), a natural way is to use a text retrieval algorithm. In this paper, the author has used the OKAPI method, it is one of the state-of-the-art retrieval methods. After calculating the similarity between query \( k \) and pseudo-document \( K_i \), based on the similarity scores, they rank all the documents in \( H \). The top ranked documents provide us a working set to learn the aspects that users are usually interested in. Each document in \( H \) related to a past query, and thus the top ranked documents related to \( k \)'s corresponding past queries.

2.3 Building Bridges for Web Query Classification

By Dou Shen, Jian-Tao Sun, Qiang Yang, Zheng Chen[10]

In this paper, the author presents a novel method for query classification that performs better than the winning solution of the ACM KDDCUP 2005 competition, whose main scope is to classify 800,000 real user queries. He first builds a bridging classifier on an intermediate taxonomy in an offline mode. This classifier is then used in an online mode to map user queries to the target group via the above intermediate taxonomy. There are three Classification Approaches, they are as follows:

a) Classification Approaches

A. Classification by Exact Matching:

In this approach, exact matching technique produces classification results with high precision but low recall. Exact matching technique produces high precision because this method depends on the Web pages which are associated with the manually annotated category details. It produces low recall because many search result pages have no intermediate classification. The exact matching method cannot find all the mappings from the existing intermediate taxonomy to the target taxonomy which also concludes in low recall.

B. Classification by SVM

In this approach, Support Vector Machine (SVM) was used as a base classifier.

C. Classifiers by Bridges

In this approach, the author describes new query classification method called taxonomy bridging classifier, or bridging classifier. It provides the relationship between the target taxonomy and queries by taking an intermediate taxonomy as a bridge.

![Figure 1: Taxonomy Bridging Classifier](image-url)
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2.4 Grouper: A Dynamic Clustering Interface To Web Search Results

By O. Zamir and O. Etzioni[13]

In this paper, author used Suffix Tree Clustering (STC) to recognize set of documents having common phrases and then create cluster based on these phrases or contents. In this approach, author used documents pieces instead entire document for clustering web documents. However, generating meaningful labels for clusters is one of the most demanding tasks in document clustering. So, to overcome this problem faced, author used a supervised learning method to extract possible phrases from search result pieces or contents and these phrases are then used to cluster web search results.

**Suffix Tree Clustering (STC)**

Suffix Tree Clustering is an incremental, linear time (in the document collection size) algorithm, which creates clusters based on phrases shared between documents. It satisfies the rigorous requirements of the Web domain. It is shown that STC is faster than quality of clustering methods in this domain, and also prove that Web document clustering via STC is both feasible and potentially beneficial. STC does not treat a document as a set of words but rather as a string, making use of closest information between words. Suffix Tree Clustering mainly relies on a suffix tree to recognize sets of documents that share common phrases and uses this information to create clusters and conclude their contents for users successfully. In this way Suffix Tree Clustering is used to search web search results.

### 3. System Implementation

#### 3.1 System Architecture

Fig. 2 shows the System architecture of Inferring User Search Goals with Feedback Sessions. This proposed framework consists of two parts divided by the dashed line.

In the upper part, all the feedback sessions of a query are first extracted from user click-through logs and mapped to pseudo-documents. Then, user search goals are inferred by clustering these pseudo-documents and depicted with some keywords.

Initially, we do not know the exact number of user search goals in advance. So, author have tried several different values and determined the optimal value by the feedback from the bottom part.

In the bottom part, the original search results are restructured based on the user search goals inferred from the upper part. Then, author evaluates the performance of restructuring search results with the help of evaluation criterion CAP. And the evaluation result will be used as the feedback to select the optimal number of user search goals in the upper part.

![Figure 2: Inferring User Search Goals with Feedback Sessions](image1)

![Figure 3: Illustration for mapping feedback sessions to pseudo-documents](image2)

#### 3.2 Mathematical Model

Here, we propose a novel way to map feedback sessions to pseudo-documents, as illustrated in Fig. 3. The building of a pseudo-document includes two steps. They are described in the following:

#### A. Representing the URLs in the feedback session

Each URL in a feedback session is represented by a small text paragraph that consists of its title and its piece. Each URLs title and piece are represented by a Term Frequency-Inverse Document Frequency (TF-IDF) vector [14], respectively, as in

\[
T_u = [t_{w1}, t_{w2}, \ldots, t_{wn}]^T
\]

\[
S_u = [s_{w1}, s_{w2}, \ldots, s_{wn}]^T
\]

Where $T_u$ and $S_u$ are the TF-IDF vectors of the URLs title and snippet, respectively. $u_i$ means the $i^{th}$ URL in the
feedback session. And \( w_j \) \((j=1,2,\ldots,n)\) is the jth term appearing in the enriched URLs. We represent the enriched URL by the weighted sum of Tui and Sui, namely

\[
F_{ui}=w_{ui}T_{ui}+w_{si}S_{ui}=[f_{w_{1}}, f_{w_{2}}, \ldots, f_{w_{n}}]^T
\]

(2)

Where \( F_{ui} \) means the feature representation of the ith URL in the feedback session, and \( w_i \) and \( w_s \) are the weights of the titles and the pieces, respectively. In this way, we represent the URLs in the feedback session.

B. Forming pseudo-document based on URL representations

\[
F_{fs}=\left[ f_{\beta_1}(w_1), f_{\beta_2}(w_2), \ldots, f_{\beta_n}(w_n) \right]^T
\]

Let \( I_i \) be the interval \([\mu_{ui}(w) - \sigma_{ui}(w), \mu_{ui}(w) + \sigma_{ui}(w)]\) and \( I_{\bar{c}} \) be the interval \([\mu_{uc}(w) - \sigma_{uc}(w), \mu_{uc}(w) + \sigma_{uc}(w)]\), where \( \mu_{ui}(w) \) and \( \sigma_{ui}(w) \) represent the mean and mean square error of \( f_{ui}(w) \) respectively, and \( \mu_{uc}(w) \) and \( \sigma_{uc}(w) \) represent the mean and mean square error of \( f_{uc}(w) \), respectively.

\[
f_{ui}(w) = 0, I_i \subseteq I_{\bar{c}} \subseteq I_{\bar{c}} \subseteq I_c \]

(4)

\( \lambda \) is a parameter balancing the importance of clicked and unclicked URLs. In this way, we form the pseudo-documents based on URL Representations.

C. Inferring user search goals by clustering pseudo-documents

With the proposed pseudo-documents, we can search goals for inferred user.

As in (3) and (4), each feedback session is related by a pseudo-document and the feature representation of the pseudo-document is \( F_{fs} \). The similarity between two pseudo-documents is computed as the cosine score of \( F_{fi} \) and \( F_{fj} \), as follows:

\[
Sim_{i,j} = \cos(F_{fi}, F_{fj}) = \frac{F_{fi} \cdot F_{fj}}{\|F_{fi}\| \cdot \|F_{fj}\|}.
\]

(5)

And the distance between two feedback sessions is

\[
Dis_{i,j} = 1 - Sim_{i,j}
\]

(6)

We cluster pseudo-documents by Fuzzy C-means clustering which is simple and effective.

After clustering all the pseudo-documents, each cluster can be considered as one user search goal. The center point of a cluster is computed as the average of the vectors of all the pseudo-documents in the cluster, as shown in

\[
F_{center} = \frac{\sum_{k=1}^{C_i} F_{fi}}{C_i} (F_{fi} \subseteq Cluster_i)
\]

(7)

In order to obtain the URL representation of a feedback session, we propose an optimization technique to combine both clicked and unclicked URLs in the feedback session.

Let \( F_{fs} \) be the URL representation of a feedback session, and \( f_{wi}(w) \) be the value for the term \( w \).

Let \( F_{fs}(m=1, 2, \ldots, M) \) and \( F_{fs}(l=1, 2, \ldots, L) \) be the URL representations of the clicked and unclicked URLs in this feedback session, respectively. Let \( f_{w}(w) \) and \( f_{w}(w) \) be the values for the term \( w \) in the vectors.

D. Evaluation Based on Restructuring Web Search Results

1. Restructuring Web Search Results

The inferred user search goals are represented by the vectors in (7) and the feature representation of each URL in the search results can be computed by (1) and (2). From equation (1) and (2) we can compute the feature representation of URL. Then, we can categorize each URL into a cluster centered by the inferred search goals. Like this we restructure the Web Search Results.

2. Evaluation Criterion

Because from user click-through logs, we can get implicit relevance feedbacks, namely “clicked” means relevant and “unclicked” means irrelevant. As we mainly focus on clicked and unclicked URLs, here we use the average precision to calculate the performance of restructured results. A possible evaluation criterion is the average precision (AP) [14] which evaluates according to user implicit feedbacks.

\[
AP = \frac{1}{N^*} \sum_{r=1}^{N^*} rel(r) \frac{R_r}{r}
\]

(8)

Where \( N^* \) is the number of relevant (or clicked) documents in the retrieved ones, \( r \) is the rank, \( N \) is the total number of retrieved documents, \( rel() \) is a binary function on the relevance of a given rank, and \( R_r \) is the number of relevant retrieved documents of rank \( r \) or less.

We first introduce “Voted AP (VAP)” which is the AP of the class including more clicks namely votes.

We propose the risk as follows:

\[
Risk = \sum_{i,j} d_{i,j} \frac{(i, j)}{C_m^2}
\]

(9)
It calculates the normalized number of clicked URL pairs which are not present in the same class, where \( m \) is the number of the clicked URLs. We can more extend VAP by establishing the above Risk and propose a new criterion “Classified AP,” as shown below

\[
\text{CAP} = \text{VAP} \times (1 - \text{Risk})^\gamma
\]

(10)

From (10), we can see that CAP selects the AP of the class that user is interested in (i.e., with the most clicks/votes) and takes the risk of wrong categorization into account. And \( \gamma \) is used to adjust the influence of Risk on CAP, which can be learned from training data. Finally, in this way, we evaluate the performance of restructuring web search results using CAP.

4. Algorithm

Fuzzy C-Means Clustering
I. Initialize \( U = [u_{ij}] \) matrix, \( U^{(0)} \)

II. At \( k \)-step: calculate the centers vectors \( C^{(k)} = [c_j] \) with \( U^{(k)} \)

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}
\]

III. Update \( U^{(k)}, U^{(k+1)} \)

\[
u_{ij} = \frac{1}{\sum_{j=1}^{N} \left( \frac{\sqrt{\sum_{i=1}^{N} (x_i - c_j)^2}}{\sqrt{\sum_{i=1}^{N} (x_i - c_k)^2}} \right)^{m-1}}
\]

IV. If \( || U^{(k+1)} - U^{(k)} || < \varepsilon \) then STOP; otherwise return to step 2.

5. Discussions and Results

From Fig. 4, we can see that the Admin Logs in to the account.

We can do the registration through Admin Login Page as shown in Fig. 5 and we also provide the necessary validations on the text boxes.

First the user creates the account through registration and then Logs in to the account as shown in fig. 6.

After logging in, the user can do the customize search on clicking the radio button as shown in fig. 7.

The user searches for the required query which is shown in fig. 8.
Firstly, we get the feedback sessions to be analyzed to infer user search goals rather than search results or clicked URLs. The clicked URLs and the un-clicked ones both before the last click are considered as user implicit feedbacks and taken into account to construct a feedback session which is shown in fig. 9.

![Figure 9: Searched query](image)

Therefore, feedback sessions give the user information needs more efficiently. Secondly, we map feedback sessions to pseudo-documents to approximate goal texts in user minds which is shown in Fig. 10.

![Figure 10: Feedback Session Page](image)

At last, we cluster these pseudo documents to infer user search goals and depict them with some keywords to get the restructured web search results which is shown in fig. 11.

![Figure 11: Restructured Web Search Result](image)

6. Conclusion

Hence, we have concluded that a novel approach has been proposed to infer user search goals for a query by Fuzzy C Means clustering to get its feedback sessions represented by pseudo-documents. Firstly, we get the feedback sessions to be analyzed to infer user search goals rather than search results or clicked URLs. The clicked URLs and the un-clicked ones both before the last click are considered as user implicit feedbacks and taken into account to construct feedback sessions. Therefore, feedback sessions gives the user information needs more efficiently. Secondly, we map feedback sessions to pseudo-documents to approximate goal texts in user minds. Based on these pseudo-documents, user search goals can then be discovered and depicted with some keywords. Finally, a new criterion known as CAP is formulated to evaluate the performance of user search goal inference.
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