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Abstract: Image re-ranking is one of the most efficient way by which you can improve the image search results and has been adopted 

by many search engines. Texture analysis is popular operation in CBIR. In this paper we have combined text based search along with 

CBIR and removing of duplicate images is done using pixel matching algorithm. Text based search is done using tags. CBIR is done 

using texture feature. We have used haar wavelet decomposition for color images’-mean clustering is used to form the cluster of images 

and similarity matching is done using F-norm theory. Experimental results reflect the importance of wavelets in CBIR .Our system 

improves the retrieval performance and better matches. 
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1. Introduction 
 

Most of the web search engines such as yahoo, Google, Bing 

use keywords for the query and the keywords depend on 

surrounding text for searching images. It is hard for any user 

to describe the visual content of image accurately so users 

suffer from ambiguity of query keywords. Text based search 

is done using tags and CBIR is done using texture feature 

Texture is powerful low-level feature for image search and 

retrieval applications. Texture analysis is fundamental to 

many applications such as automated visual inspection, 

biomedical image processing, CBIR and remote sensing. 

Much research work has been done on texture analysis for 

the last four decades. Despite these efforts, texture analysis is 

still considered an interesting but difficult problem of image 

processing. Although the concept of texture was difficult to 

define, the studies showed that spatial statistics computed on 

the grey levels of the images were able to give good 

descriptors of the perceptual feeling of texture. So far, there 

is no unique definition for texture. Scientific definition of 

texture is given as,” Texture is an attribute representing the 

spatial arrangement of the grey levels of the pixels in a region 

or image”. 

 

A key idea for wavelets is the concept of scale. Scaling deals 

with how wavelet represents a signal over a given frequency 

band. The discrete wavelet transform initially decomposes an 

image into one approximation image and three detail images. 

It filters the original image with complementary low-pass and 

high-pass filters in each dimension. The filtered images are 

down sampled at every other pixel producing four images of 

half the resolution of the original. Haar wavelet has 

advantage of being easy to understand and simple to 

compute. The objective of investigation is to extract wavelet 

based color texture features and to demonstrate robustness of 

the feature vector thus obtained for CBIR. 

 

The rest of the paper contains different section in section 2 

image decomposition using haar wavelet transform is 

described. Section 3 feature extraction and section 4 contains 

indexing and clustering. Section 5 describes experimental 

results and finally conclusion. 

  

2. Image decomposition using Wavelet 

Transformation 
 

We used haar wavelet approaches for color image 

decomposition. These resulting decomposition coefficients 

are employed to perform image feature extraction and 

similarity match by using F-norm theory. Wavelet transforms 

provide a multi-resolution approach to texture analysis and 

classification. The computation of the wavelet transforms of 

a two-dimensional signal involves recursive filtering and sub-

sampling. At each level, the signal is decomposed into four 

frequency sub-bands, LL, LH, HL, and HH, where L denotes 

low frequency and H denotes high frequency.  

 

LL LH 

HL HH 

Figure 1: Level 1 of 2D wavelet transform 

 

Haar wavelet transform 

 

 
Figure 2: Haar wavelet forward transforms 

 

If a data set S0, S1 ….SN-1 contains N elements, there will 

be N/2 averages and N/2 wavelet coefficient values. The 

averages are stored in the upper half of the N element array 

and the coefficients are stored in the lower half. The averages 

become the input for the next step in the wavelet calculation, 

where for iteration i+1, Ni+1 = Ni/2. The recursive iterations 

continue until a single average and a single coefficient are 

calculated. This replaces the original data set of N elements 

with an average, followed by a set of coefficients whose size 

is an increasing power of two. 
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The Haar equations to calculate an average  and a wavelet 

coefficient  from an odd and even element in the data set 

are: 

               

 

Steps for a 1D Haar transform of an array of N elements are 

as follows:  

 

1. Find the average of each pair of elements using Equation 

1. (N/2 averages)  

2. Find the difference between each pair of elements and 

divide it by 2. (N/2 coefficients)  

3. Fill the first half of the array with averages.  

4. Fill the second half of the array with coefficients.  

5. Repeat the process on an average part of the array until a 

single average and a single coefficient are calculated.  

 
Steps for a 2D Haar transform are:  

 

1. Compute 1D Haar wavelet decomposition of each row of 

the original pixel values.  

2. Compute 1D Haar wavelet decomposition of each column 

of the row-transformed pixels.  

 

Red, green and blue values are extracted from the images. 

Then we apply the 2D Haar transform to each color matrix. 

 

Forward Haar transform for an eight element signal. Here 

signal is multiplied by the forward transform matrix. The 

arrow represents a split operation that reorders the result so 

that the average values are in the first half of the vector and 

the coefficients are in the second half. To complete the 

forward Haar transform there are two more steps. The next 

step would multiple the average values   by a 4x4 

transform matrix, generating two new averages and two new 

coefficients which would replace the averages in the first 

step. The last step would multiply these new averages by a 

2x2 matrix generating the final average and the final 

coefficient. 

 
Figure 3: Haar Forward ward transform for 8 element signal 

 

3. Feature Extraction 

 
Our System is based on wavelet decomposition of image in 

RGB color space. Decomposition is done offline. And after 

decomposition each resulting sub image is in fact a 

coefficient matrix. 

 
Feature Vector 

Suppose A is a square matrix and Ai is its ith order 

sub matrix where 
 

 

A=     ,  =         (i=1~n) 

 

 

The F-norm of is given as : 
 

               

4. Indexing and clustering 
     

We have used k-means algorithm for clustering and indexing 

of images. Euclidean distance is used for clustering of 

images. The k-means algorithm classifies the images into 

different groups. Clusters are made by calculating the 

distance and distance are arranged in ascending orders. 

 

5. Experimental Results 
 

A Database of more than 1000 images is taken. The images 

are of different classes (12). Like oranges, buses, dinosaurs, 

roses, horses, mountains, food, highways, sunflowers, daisy, 

sunset and oceans. There are 12 different group of images. 

First the images are retrieved based on text query and then by 

images. If the images are duplicate the images are removed. 

 

 
Figure 4: Text based search 
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After clicking on the red image the image path is taken an 

search is done. 

 
Figure 5: visual query Expansion. 

 

 
Figure 6: Image based search (daisy) 

 

 
Figure 7: Image based search (orange) 

 

 
Figure 8: Image based search (food) 

 

 

 

 
Figure 9: Image based search (highway) 

 

 
Figure 10: Image based search (horse) 

 

 
Figure 11: Image based search (mountain) 

 

 
Figure 12: Image based search (oceans) 

 

4. Searching and Indexing Analysis 
 

The graph shows the results of searching and indexing of 

dataset. It show that when number of images are increased in 

dataset the indexing time is greater. while searching of image 

takes less time as indexing is done first. 
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5. Conclusion 
 

The proposed system use image retrieval first by tag based 

and then image based. Haar wavelet for wavelet 

decomposition of image is done. Clustering of images is done 

using k-means clustering .we found that performance of the 

system is improved and image ranking is done in better 

manner. Since retrieving of images from dataset is still 

difficult. In future we can work on the system to get better 

performance 
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