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Abstract: Object tracking is active research topic in field of computer vision. It is widely used in many applications such as security, 

surveillance, traffic monitoring. Mean shift object tracking algorithm is presented in this paper by using the joint color-texture 

histogram to represent a target object. The objective of this work is to track moving object with help of mean shift tracking algorithm. 

Mean shift algorithm is implemented to increase tracking accuracy. Many tracking algorithms have been proposed to overcome 

difficulties arising from noise, changes in background environment. This algorithm is more suitable due to simplicity. Using only color 

histogram in mean shift tracking has some problems. First spatial information is lost. Second, when target has similar appearance to the 

background, color histogram will become invalid to distinguish them. To overcome this drawback local binary pattern method is used. 

The performance of this algorithm improves tracking accuracy with fewer mean shift iterations. 
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1. Introduction 
 

Real time object tracking is a critical task in computer 

vision. Many tracking algorithms have been proposed to 

overcome difficulties arising from occlusion, noise, clutter 

and changes in the background or foreground object in the 

environment. Among the different tracking algorithms, mean 

shift object tracking algorithms have recently become more 

popular due to their simplicity. Mean Shift tracking is an 

iterative kernel based deterministic procedure. It converges 

to a local maximum of the measurement function with and 

certain assumptions on kernel behaviors. Mean shift is a low 

complexity based algorithm. It provides a reliable solution to 

object tracking. This algorithm is independent of the target 

representation.  

 

Color histogram is an estimating mode of point of sample 

distribution. It is very robust in representing the target object 

appearance. Using only color histogram in mean shift 

tracking has some problems. First spatial information is lost. 

Second, when target has similar appearance to the 

background, color histogram will become invalid to 

distinguish them[1-2]. It’s aim is to locate a moving object 

video scene. This algorithm is used for analyzing the video 

frame by frame. Main goal of algorithm is to determine 

target object in each frame and to returns in its location. 

Main task is to find moving object in image sequences. 

Tracking objects can be complex due to loss of information 

caused by projection of the 3D on a 2D image, noise in 

images, object complex motion, articulated nature of objects, 

partial object occlusions, complex shapes scene[1-4].Object 

tracking is to follow recognition step in the image 

processing. Better target representation, the edge or gradient 

features have been used in combination with color 

histogram. Several object representation that exploits the 

spatial information. This information has been developed by 

partitioning tracking region into fixed size fragments or the 

articulations of human objects. Each sub region, a color or 

edge feature based target model was presented. The texture 

pattern is to reflect the spatial structure of the object. They 

have features to represent and recognize targets. The texture 

features introduce new information. Color histogram does 

not convey. By using the joint color-texture histogram for 

target representation is more reliable than using only color 

histogram in tracking complex video scenes. Idea of 

combining edge and color for target object representation 

has been exploited by researchers. The local binary pattern 

(LBP) technique is very effective to describe image texture 

features.  

 

LBP has advantages such as rotation invariance fast 

computation and, which facilitates wide usage in the fields 

of image retrieval, texture analysis, and face recognition. 

LBP was successfully applied to the detection of moving 

objects. In LBP, each pixel is assigned a texture value. It can 

b e naturally combined with the color value of the pixel to 

represent targets. LBP feature is used to construct a two 

dimensional histogram representation of the target for 

tracking monochromatic and thermo graphic video. This 

target representation scheme eliminates noise and smooth 

background in the tracking process. Compared with the 

traditional RGB color space based target representation, it 

exploits the target structural information. This methode 

improves greatly tracking accuracy with fewer mean shift 

iterations than standard mean shift object tracking. It can 

robustly track target object under complex scenes, such as 

similar background appearance and target. 

 

2. Mean Shift Object Tracking 
 

Mean shift object tracking is consist of two parts, first is 

appearance description and second one is tracking. Figure2.1 

shows two parts of mean shift algorithm.  
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Figure 2.1: Two Parts of Mean Shift Tracking 

 

The mean shift algorithm is used for visual tracking. A 

target is defined by a rectangular or an ellipsoidal region in 

the image frame. Most existing target objects tracking 

schemes are used in the color histogram. At initial frame 

target joint color texture histogram is prepared. This model 

is used for target tracking. This model estimates maximum 

similarity between target model and candidate model.  

 

2.1 Target Representation  

 

First part of mean shift tracking is target re presentation. A 

target is usually defined by a rectangle or an ellipsoidal 

region in the image. This paper is to represent a new target 

representation approach by using the joint color-texture 

histogram. Denote {xi*} i=1•••n the normalized pixel 

positions in the target region. This is supposed to be 

centered at origin point.  

                           -------(1) 

 -------(2) 

 represents the probabilities of feature u target model. m 

is number of feature spaces. b(xi∗) associates the pixel xi∗ to 

the histogram bin. . k(x) is an isotropic kernel profile. δ is 

the Kronecker delta .Constant C is a normalization function 

defined by, 

                 -------(3) 

Candidate model  corresponding to the candidate 

region is computed as, 
           -------(4) 

    (5)  

 represents as the probability of feature u in the 

candidate model . {xi}i=1···nh denotes pixel 

positions in target candidate region. It’s center at y.Ch is a 

constant normalization function. h is bandwidth.  

         -------(6) 

Bhattacharyya coefficient is defined as two normalized 

histograms in between  and .Target model and 

candidate model two metrics are based on Bhattacharyya 

coefficient. 

    -------(7) 

The distance between  and  is given by 

        -------(8) 

To measure similarity function between target model and 

candidate model are used. After estimating similarity 

function between target and candidate model the new center 

of tracking window is calculated. To minimizing the 

distance between target and candidate model is equivalent to 

maximizing bhattacharyya coefficient in shown in above 

equation no-5. 

 

3. Local Binary Pattern 
 

3.1 Texture Feature Extraction 

 

The LBP operator labels pixel in an image by thresholding 

its neighborhood with center value and considering the result 

as a binary number (binary pattern).  

 

Image textures features can be used to help in image 

segmentation or image classification. LBP operator is 

defined as: 

    ------(9) 

gc value corresponds to gray value of centre pixel (xc , yc) 

of a local neighbourhood. gp is gray value of P equally 

spaced pixels on the circle with radius R.. Figure3.1 shows 

that three circularly symmetric neighbour sets for different 

values of P and R. 

 
 P=8,R=1.0 P=12,R=2.5 P=16,R=4.5 

Figure 3.1: Three circularly symmetric neighbour sets for 

different values of P and R. 

 

By varying P and R, an LBP operator goes on under the 

different quantization of the angular space and spatial 

resolution, and multiresolution. The function s(x) is defined 

as follows: 

 s(x) = 1 x>=0 

 = 0 x<0                            ------(10) 

The texture model is derived by gray-scale invariance. The 

grayscale and rotation invariant for LBP texture model is 

obtained by, 

 --(11) 
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Where 

U( )=  

  -----(12) 

riu2 means that rotation invariant uniform patterns. It has U 

value of at most 2. P+1 is uniform binary patterns occur in a 

circularly symmetric neighbor set of P pixels. Equation no-

11 assigns a unique label to each of them corresponding to 

the number of 1 bits in the pattern (0 to P). Nonuniform 

patterns are grouped under miscellaneous label (P +1).  

 

LBP selects a 3*3 window and to apply threshold function 

over this window. The difference of pixel value of center 

pixel with neighbor pixels in 3*3 windows is taken pixel by 

pixel. The threshold function is applied on difference values. 

If this difference value is greater than or equal to 0 than. It 

takes value 1 for the pixel, 0 otherwise. Output value of each 

neighboring pixel is added up (s). Figure3.2 shows example 

of LBP texture model. 

 
Figure 3.2: LBP texture model 

 

3.2 Color Feature Extraction 

 

Color feature of target object are extracted in form of R, G, 

B color space. Each subspace of the RGB color space R, G, 

B, is divided into equal k-intervals. Each interval is called a 

bin. The number of bins feature space is mc = . Each bin 

the probability based on the data of all the pixels in target 

area is calculated and a histogram is prepared. This 

histogram is integrated with texture features of objet.  

 

3.3 Joint Color-Texture Histogram 

 

In joint color –texture histogram color information of object 

is extracted as well as texture information is also extracted. 

After extracting color and texture histogram a joint color- 

texture histogram is prepared. Color features of the target 

object are integrated with texture feature. In integration 

process first the texture features are estimated. Color 

information of useful texture feature location is used. This 

texture feature information and color information is 

integrated in the joint color-texture histogram.  

 

4. Experimental Results 
 

In this section, representative experiments are performed to 

illustrate joint color-texture model based on mean shift 

tracking algorithm. It is the comparison with the mean shift 

tracking with appearance models M1 and M2. The videos of 

different scenes, including the one has similar target or 

background colors. These are used in evaluate the 

performance of different algorithms. Target is represented 

using rectangular region in the frame. The first experiment is 

on a video sequence of table tennis playing with 58 frames. 

Spatial resolution of table tennis video is 240x352.Input of 

target model is table tennis video file in .avi format. The 

output of target model is observed on MATLAB version of 

R2013a software. Target object shows in terms of 

rectangular window format. Target object is tracked in each 

frame and location of object in current frame is send to next 

frame. Target model is calculated by given experimentation 

method. Output of video file is observed with minimum 

distance between two mean shift iterations. Tracking object 

is shown as in the output of target model. Figure5.1 shows 

tracking results of sequence table tennis playing using 

method M2. 

 
Figure 5.1: Tracking of table tennis playing video 

 

Table1 enlists the mean error and standard deviation for 

color histogram (M1) and joint color-texture histogram (M2) 

methods. 

 

Table 1: Target localization accuracies (mean error and 

standard deviation) by two methods on the table tennis video 
 Method Color 

histogram(M1) 

Joint color texture 

Histogram(M2) 

1 Mean error  4.4  2.2  

2 Standard deviation  4.2  2.0 

 

Joint color-texture histogram tracks the moving head more 

reliably and more accurately than only color histogram.  

 

The second experiment is on a video sequence of sliding ball 

with 121 frames. Spatial resolution of table tennis video is 

480x640.The tracking target object a sliding ball. Figure5.2 

shows tracking results of sequence sliding ball video using 

method M2. 

 
Figure 5.2: Tracking of sliding ball video 
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Table2 enlists the mean error and standard deviation for 

color histogram (M1) and joint color-texture histogram (M2) 

methods. 

 

Table 2: Target localization accuracies (mean error and 

standard deviation) by two methods on the sliding ball video 
 Method Color 

histogram(M1) 

Joint color texture 

Histogram(M2) 

1 Mean error 3.6 2.6 

2 Standard deviation 5.7 5.6 

 

Input of target model is sliding ball video file in .avi format. 

The output of target model is observed on MATLAB 

R2013a software. The target object sliding ball, which is to 

be tracked on the ground. Joint color-texture histogram 

method (M2) tracks the sliding ball more accurately than 

only color histogram (M1). Joint color-texture histogram is 

better than only color histogram. M2 has much better 

localization result than M1. 

 

5. Conclusion 
 

Object tracking is done by using features of target object. 

Feature extraction color and texture features of the target 

object are used. Combination of both color feature and 

texture feature is enhancing feature extraction quality. For 

features extraction LBP technique is used. Color aberration 

is caused by changing light and similar color to the 

background color. It affects on accurate location of target 

object. Both color and texture features are extracted by LBP 

technique. Joint color and LBP texture are used to reduce the 

computational complexity.  
 
Experimental results indicate that joint color-texture 

methode (M2) performs much better than original color 

histogram methode (M1) with fewer iteration numbers. A 

simulation result shows that accuracy of joint color-texture 

histogram (M2) is better than only color histogram (M1) 

methode. It shows that joint color-texture histogram (M1) 

outperforms compared to color histogram (M1).This method 

is improved greatly the tracking accuracy with fewer mean 

shift iterations than standard mean shift tracking. 
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