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Abstract: In handwritten character recognition one of the most challenging task is segmentation. This is mainly due to different 

challenges like skewness of textlines, overlapping characters, connected components etc. This paper proposes a character recognition 

method of handwritten English documents. The textlines are segmented based on information energy that is calculated for every pixel in 

the scanned document and the characters are recognized using artificial neural network (ANN). 
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1. Introduction 
 

Text recognition plays an important role in document image 

processing.The segmentation of machine printed documents 

are performed more effectively than handwritten documents. 

This is mainly because in machine printed documents the 

text are straight,uniform alignment,uniform spacing between 

the characters and stable alignment etc.However in 

handwritten documents many challenges occur due to the 

following reasons:1)Multi-orientations 2)skewness of the 

textlines 3)overlapping of characters 4)connected 

components etc.The segmentation methods for machine 

printed and handwritten documents are different.Some of the 

methods for machine printed are as follows.[4]Xujun Ping 

uses an approach to segment printed text using Markov 

Random fields (MRF).This method seperates noise,printed 

and handwritten text.[]Shetty uses an approach to segment 

and label by using Conditional random fields(CRF).One 

advantage of this method over MRF is that it does not 

assume the conditional independence of the 

data.Handwritten character recognition can be either offline 

or online. 

 

In offline character recognition the text are written in paper 

or document are automatically converted into letter codes 

which are then used within the computer.In online character 

recognition it involves the automatic conversion of text 

which are written on special digitizer or PDA. Offline 

character recognition is more difficult since different people 

have different writing styles. Offline handwritten character 

recognition involves segmentation of textlines,words and 

characters which are then recognized.Many methods have 

been proposed for text,line and word segmentation.Studies 

have shown that text and word segmentation have achieved 

very high accuracy. 

 

This paper proposes an English document handwritten 

character recognition using information energy that are used 

to formulate an energy map. The energy map is then used to 

construct seams to separate the text lines[1]. The seam passes 

through minimum energy levels. The characters are then 

segmented and recognized using feed forward artificial 

neural network [5]. 

 

The rest of the paper is organized as follows. Section 2 gives 

related work. The proposed method is explained in Section 3. 

Section 4 gives the experimental result and the conclusion is 

given in section 5. 

 

The general diagram for types of character recognition is 

given bellow: 

 
Figure1: Block diagram for character recognition 

 

2. Related Work 
 

This section gives a summary of works that has been done 

for line,word and character segmentation and recognition.[2] 

performs textline extraction using Hough transform. This 

method also involves postprocessing in order to extract the 

lines which the hough transform fails to do so.[3] uses 

Minimum spanning tree[MST] to segment the lines.In this 

method the characters of the same textline will be present on 

the same subtree.[6]proposes a method based on Active 

Contour(Snakes).In this method the snakes are adapted over 

the ridges of the textline. The ridges passes through the 

middle of the textlines.[7]uses a MLP based classifier in 

order to recognize the segmented words. It is a holistic 

approach as it recognizes the word from its overall shape.[8] 

uses a method know as Transformation based error driven 

learning. This algorithm generates a set of rules and scores 

are evaluated.This method applies the rules to different 

sentences repeatedly until the scores remain 

unchanged.[9]uses pivot based search algorithm to recognize 

the words. This method select some words from the training 

set as pivot words. The remaining words are then compared 

with the pivot words and similarity is computed. 
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[10] uses Convex Hull to determine the initial segmentation 

points and SVM classifier is used to classify the segmented 

characters.[11] uses mutilple Hidden Markov 

Model(HMM).Multiple HMM are used since different 

characters can be written in different writing styles.[12] uses 

horizontal,vertical and radial histogram to segment and 

recognize the characters. 

 

3. Proposed Method 
 

Our proposed method computes line segmentation based on 

information energy of the pixels[1] and segmented characters 

are recognized based on feed forward Artificial Neural 

Network(ANN). Our schematic diagram for the proposed 

method is given as follows:  

 
Figure 2: Block diagram for proposed method 

 

In a document image every pixel has certain level of 

information present in it. The blank spaces between the text 

lines represent low information pixels. If high energy pixels 

are removed it leads to information loss. The idea is to 

generate an energy map based on the information content of 

each pixel.From the computed energy map the location of the 

text lines can be found out. 

The energy value of each pixel is computed as follows[]: 

 
The energy map between two lines is given by 

Ea =E(K,: ) ϵ R 
d*e 

where K={i….m} (1) 

 

Which gives the set of co ordinates between the start and end 

of energy block map. Here d=m-i+1 

 

Now based on the energy map a seam is generated by 

dynamic programming [13]. The image block is transverse 

and the minimum energy Nb is computed.  

 

The energy Nb is computed backwards.Now the optimal 

seam is finally generated which segments the text line. After 

the lines are extracted and skew and slant are corrected the 

next step is word segmentation. This paper uses vertical 

histogram to identify the segmentation points. Sometimes the 

gaps between the characters may be larger than the gaps 

between words. To segment the  

 

words in such cases K-means clustering is used[14] with 

k=2. 

First vertical histogram is constructed by using the following 

equation: 

 
Here Spt(k) refers to the starting point of all the words. The 
end point of the words is given as follows: 

 
Based on the start and end points the words are segmented. 

 

Now vertical histogram of the words are computed to find 

the initial segmentation points. After the characters are 

segmented its features are extracted using diagonal based 

feature extraction method and feed forward artificial neural 

network (ANN) is used for classification and recognition. 

 

Our detailed process is given in the fig below(fig 2). 

 

The diagonal based feature extraction is given below: 

i. Each character of sizE90*90 pixel is taken. 

ii. Divide each character into 54 zones of 10*10 pixel 

iii. Each zone has 19 diagonals.Now features are extracted 

by moving along the diagonals. 

iv. Thus 19 subfeatures are extracted from each zone. 

v. These 19 subfeatures are eaveraged to form a single 

feature and it is then placed in the corresponding zone. 

vi. In case of empty diagonals the feature corresponds to 

zero 

vii. Thus 54 features are extracted for each character.Also 

(9+6) features are also extracted for rows and columns 

zones.Thus totally (54+16) features are extracted. 

 

Feed forward Artificial Neural Network(ANN) is then 

trained for classification and recognition. The neural network 

has two hidden layers of 30-100-100-30 to perform 

classification. The output layer gives the identified character. 

The feature vector is denoted by V where V=(d1,d2…dn) 

where d denotes feature and n is the number of zones for 

each character. Here no. of neurons in the outer layer is 

given by the total no of characters. Input layer neurons by the 

feature vector „n‟ length. However trial and error method is 

used to determine the hidden layer neurons. It is as shown in 

the fig. The network training parameters are: 

 

 Input node:35 

 Hidden node:100 

 Output node:62(52 alphabets,0-9 numerals) 

 Training algorithm: Gradient propogation with adaptive 

learning rat 

 Perform function: Sum square error 

 Training goal achieved: 0.000001 

 Training epochs: 5000 

 Training momentum constant:0.9 

 

Output node:62(52 alphabets,0-9 numerals) 

 Training algorithm: Gradient propogation with adaptive 

learning rate 

 Perform function: Sum square error 

 Training goal achieved: 0.000001 

 Training epochs: 5000 

 Training momentum constant:0.95 
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Our detailed design is given below: 

 
Figure 3: Detailed design of the proposed method 

 

4. Experimental Results 

 

The neural network is trained with 52 English characters 

capital and small. It is also trained using numbers ranging 

from 0-9.The input consist of handwritten sentences which in 

first segmented with respect to lines, words and characters 

which is as shown in the fig. Finally it is then recognized 

using the trained neural network. The segmentation accuracy 

achieved can be tabulated below as: 

 

Table 1: Segmentation Accuracy 
 Segmentation  Accuracy 

1) Line segmentation  95% 

2) Word segmentation  94% 

3) Character segmentation  94% 

  

The output is as shown below: 

 

 
(a) Line segmentation 

 

 
(b) Word segmentation 

 

 
(c) Character segmentation 

 

 
(d) Recognition using neural network 

5. Conclusion 
 

Using the above proposed method the line segmentation 

achieves an accuracy of 95%. The word segmentation 

achieves an accuracy of almost 94%. Character segmentation 

has an accuracy of about 94%. The recognition has an 

accuracy of almost 92%. The proposed method can also be 

further improved to work on other languages as well as 

increase the accuracy. 
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