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Abstract: A focused crawler is  a crawler which returns related  web pages on a  in traversing the web. Web Crawlers are one of the 

most important unit of crucial part of the Search Engines to gather pages from the Web. The requirement of a web crawler that 

downloads most related web pages from such a large web is still a major challenge in the field of Information Retrieval Systems. Most 

Web Crawlers use Keywords approach for search the information from Web. But they search many irrelevant pages as well.  In this 

paper, we present the framework of a novel self-adaptive semantic focused crawler – SASF crawler, with the of precisely and finding, 

and indexing by taking into account the heterogeneous, ubiquitous and ambiguous nature of mining information. The framework the 

technologies of semantic focused crawling and ontology learning, in order to use this crawler.   
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1. Introduction 
 

To generate mining service data from Web pages between 

the semantically relevant mining service concepts and 

mining service metadata with similar low computing cost. 

Measuring the semantic relatedness between the concept 

Describe and learned-Concept Description property values 

of the concepts and the service Description property values 

of the metadata; and automatically learning new values, 

namely descriptive phrases, the learned Concept Description 

properties of the concepts .  A novel concept-metadata 

semantic same algorithm to see the semantic relation  

between concepts and metadata in the algorithm-based string 

matching process. The major objective of this algorithm is to 

measure the semantic same between a concept description 

and a service description. This algorithm follows a hybrid 

pattern by a semantic-based string matching (SeSM) 

algorithm and a statistics-based string matching (StSM) 

algorithm. The main challenge of this paper is deep web 

crawling. There is a URL Server that sends lists of URLs to 

be fetched to the crawlers. The web pages that are fetched 

are then sent to the database. The database stores the web 

pages into a repository  

 

Each web page has an associated ID number called a doc ID, 

which is assigned whenever a new URL is out of a web 

page. The indexer and minimize perform the indexing 

function. The indexer performs a number of functions.  

uncompressed the documents, and parses them. Each 

document is change into a set of word Found is called hits. 

 

2. Related Work 
 

A novel approach for Web retrieval based on the evaluation 

of similarity between Web service intermediate. Our 

approach consider  that the Web service interfaces are 

defined the  Web service description language and the 

algorithm merge  the analysis of their structures and the 

analysis of the terms used in them. The most the similarity, 

the less are the different interfaces. As is useful when need 

to search a Web service to change an existing one that fails. 

Especially in autonomic systems, most important  common 

since  need to ensure the self-management, the self-

configuration, the self-optimization, the self-healing, and the 

self-protection of the application that is based on the failed 

Web service., where  take sigenfance  of annotations 

semantically enriching WSDL specifications. Semantic 

Annotation for WSDL (SAWSDL) is taken as a language to 

annotate a WSDL description. The Urbe approach has been 

implemented in a prototype [24] .The diversity of the service 

sector makes it impossible to come up with managerially 

useful generalizations concerning marketing practice in 

service organizations A focus on specific categories of 

services and proposes five steps  for classifying services in 

ways transcend narrow industry boundaries. In each instance 

insights are offered into how the nature of the service might 

affect the task.[4]. The Computer Aided Manufacturing 

using XML (CAMX) enables integrating electronics 

production systems using message-oriented middleware, 

offering standards-based  among machines and control 

software applications. CAMX frameworks implement of 

XML messages through an entity called the message which 

provides the messaging service using a web-based interface., 

which of new  information-intensive manufacturing systems. 

First it check the tackles this MSB frameworks, focusing 

mainly on globally distributed federations and locally 

distributed clusters. A architecture is subsequently presented 

that leverages the not a same patterns by combining 

federated frameworks with locally distributed clusters into a 

unified set of architecture elements and interactions. A 

service-oriented followed to provide a unique interface for 

distributed MSB elements, whether locally filter the data. 

This type of service-oriented is to dynamically discover[10]. 

 

3. System Description 
 

Step 1: In this step we are creating a web crawler which 

accepts a seed URL of the web site and searches it’s all 

links. 

 

Web crawlers are an essential part to search engines; 

running a web crawler is a challenging task. There are tricky 

performance and reliability issues and even more 

importantly, there are types of social problem. Crawling is 

the most fragile application since it involves interacting with 

hundreds of thousands of web servers and various name 

servers, which are all not in the control of the system. 
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Figure 1: System Architecture 

 

Web crawling speed is governed not only by the speed of 

one’s own Internet connection, but also by the speed of the 

sites that are to be crawled. Especially if one is a crawling 

site from multiple servers, the total crawling time can be 

significantly reduced, if many downloads was  done in 

parallel. 

 

Despite the numerous applications for Web crawlers, at the 

core they are all fundamentally the same. Following is The 

process by which Web crawlers work:   

 

Download the Web page. Parse through the downloaded 

page and collect  all the links. 

 

For each link retrieved, repeat the process. The Web crawler 

can be used for crawling through a whole site on the search 

engine. When we specify a seed URL and the Crawler 

follows all links found in that HTML page. This usually 

leads to more links, which will be followed again, and so on. 

A site can be seen as a tree-structure, the root is the seed 

URL; all links in that root-HTML-page are direct sons of the 

root. Subsequent links are then sons of the previous sons. 

The web crawler is based on the depth first algorithm was 

used. 

 

Here in our proposed method we developed a web crawler 

using java programming language, where we used 

multithreading feature extensively and also used java html 

parser to parse the web pages. And finally we store all 

collected web links in the live vector.  

 

Step 2:  This is the  important  part  of our experiment, 

where our system interacts with the live web page. And then 

by using a well-designed baby web crawler our system is 

enable to store the data of the web page and then parse all 

the HTML tags from the web page. Only human readable 

data is extracted from the web page and also many 

advertisements contents are also vomited in this phase. And 

that  well parsed data will be stored in vector and then it is 

passing for preprocessing as stated in the next part. 

 

Step 3: This is the step where we are preprocessing is 

conducted, where string is processed to its basic meaning 

words by the following four main activities: Sentence 

Segmentation, Tokenization, Removing Stop Word, and 

Word Stemming. 

 Sentence segmentation is boundary detection and 

separating source text into sentence.  

 Tokenization is separating the input query into individual 

words.  

 Stop word removal :In any document narration the 

conjunction words does not play much role in the meaning 

of the document, so by discarding these words (like: is, 

the, for, an) from the documents which greatly reduces the 

overhead of processing 

 Stemming: Many of the elongated words in the English 

language generally fail to provide proper meaning in the 

given scenario and also they increases the computational 

time. So it is necessary to bring the words to their base 

form by replacing its extended characters with desired 

characters. 

 

4. Algorithm Used in This System 
 

Algorithm 1: Depth first Algorithm DFS(G, v) 

 

 Input: graph G and a start vertex v of G  

 Output: labeling of the edges of G in the connected 

component of v as discovery edges and back edges 

 setLabel (v, VISITED)  

 for all e  G.incidentEdges(v) 

 if getLabel(e) = UNEXPLORED 

 w  opposite(v,e)  

 if getLabel(w) = UNEXPLORED  

 setLabel(e, DISCOVERY) 

 DFS(G, w) 

 else  

 set Label(e, BACK) 

 

5. Conclusions 
 

To show the effectiveness of proposed system some 

experiments are conducted on java based windows machine. 

To measure the performance of the system we set the bench 

mark by selecting real world web pages as the input to the 

system. To determine the performance of the system, we 

examined how many service Meta data can be extracted 

from the random walk theorem precisely. 

 

To measure this precision and recall are considering as the 

best measuring techniques. So precision can be defined as 

the ratio of the number of service Meta data extracted to the 

total number of irrelevant service metadata extracted. It is 

usually expressed as a percentage. This gives the 

information about the relative effectiveness of the number of 

relevant service Meta data extracted to the total number of 

relevant system.  

 

Whereas Recall is the ratio of service Meta data extracted. It 

is usually expressed as a percentage. This gives the 

information about the absolute accuracy of the system. The 

advantage of having the two for measures like precision and 

recall is that one is more important than the other in many 

circumstances.   

 

 

Paper ID: SUB155863 2464



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2013): 4.438 

Volume 4 Issue 6, June 2015 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

For more clarity let we assign  

 A = The number of relevant service Meta data extracted, 

 B = The number of relevant service Meta data extracted, 

and 

 C = The number of service Meta data extracted. 

 

So, Precision = ( A/ ( A+ C))*100 

And Recall  = ( A/ ( A+ B))*1 

 
Figure 2: Average precision of the proposed approach 

 

 
Figure 3: Average Recall of the proposed approach 
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