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Abstract: Social media where the user interacts with each other to form social networks is becoming very popular these days. In social 

media networks, users are influenced by others for various reasons. For example, the colleagues have a strong impact on one’s work, 

while the friends have a strong impact on one’s daily life. Social influence mining in social networks is important in real world 

applications such as photo recommendation. Since the Social network is multi-modal and heterogeneous, it is insignificant to 

effectively exploit the social media information to learn the topic distribution for users and images accurately. To tackle this Problem, 

Exploiting Recommendation on Social Media Networks is used to find topical influential for users and images with the help of 

Hypergraph Learning approach. The Hypergraph learning method is used to model user, images and social link relationship. It 

combines the content of images and social links to determine the topic-specific influence for users and images in the social media 

network. Exploiting Recommendation on Social Media Networks consists of three learning stages Hypergraph Construction, topic 

distribution learning, and topic sensitive influence ranking. 
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1. Introduction 
 
Social media has reform the way people share and access 
information. In communities there are many social sharing 
websites, which allows user to share photos, web links, 
songs, pictures etc. with social media networks, users 
necessarily interact with each other in communities. The 
social communications include two-way links like connect in 
LinkedIn, add friend in Facebook, and one-way links like 
contact in Flickr network. For example, the colleagues on 
LinkedIn will largely impact one’s choice in work, while the 
friends from Facebook have strong influence on one’s 
preferences in daily life. With the increase of social sharing 
networks such as Facebook, and Flickr, Social Influence 
becomes more important. In large social media networks, 
users are influenced by others for various reasons. Social 
influence [2] is a most important topic in Social Networks 
and looks at how individual thoughts and feelings are 
influenced by social groups. Social influence mining in social 
media networks is important in real-world applications such 
as photo recommendation. Fig. 1 shows the contact network 
of user Sudhir in Flickr which includes three influencers: 
Sunil, Geeta and Ram. On the right there are expertise of 
each influencer regarding topics on fashion, travel and 
technology. Assuming Sudhir is searching photos of Goa for 
his trip, obviously Sunils preference will influence him most. 
when Sudhir searches photos of DG fashion show, the advice 
from Geeta will be most appreciated. This demonstrates that 
some influencers in certain topics might be more trustworthy 
than others and the influence value is topic-sensitive. 

 

 

 

 
Figure 1: Example of Topic Sensitive Influencer 

 
Social network is multi-modal and heterogeneous, it is 
insignificant to effectively exploit the social media 
information to learn the topic distribution for users and 
images accurately. Real social media networks like 
Facebook, Flickr are getting bigger with thousands or 
millions of user’s, to efficiently find out the topic based 
influential strength for each social network is really a 
challenging problem. To tackle this Problem, Exploiting 
Recommendation on Social Media Networks is used to find 
topical influential for users and images with the help of 
Hypergraph Learning approach. In this paper, we investigate 
the problem of topic sensitive influencer mining in social 
media networks. 
 

2. Literature Survey 
 
A. Hypergraph Learning 
Zhou.et.al. [6] proposed hypergraph is nothing but a 
generalization of the simple graph in which the edges, called 
hyperedges. Hypergraph can be used to model both various 
types of entities and complex relations, which is extremely 
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appropriate in social media modeling. Hypergraph has been 
used in many information retrieval and data mining tasks, 
such as image retrieval and object recognition. Zhou et al 
used a general hypergraph framework and apply it to 
clustering, classification and embedding tasks. Liu et al [5] 
intended a transductive learning framework for image 
retrieval. In this method, each image is represented as a 
vertex in the constructed hypergraph, and the visual 
clustering results are used to construct the hyperedge. Liu 
et.al [8] used a transductive learning framework for image 
retrieval. It constructs a hypergraph by generating a 
hyperedge from each sample and its neighbors, and 
hypergraph-based ranking is then performed. Based on the 
visual similarity matrix computed from various feature 
descriptors, it take each image as a centroid vertex and create 
a hyperedge by a centroid and its k-nearest neighbors. To 
more exploit the correlation information among images, it 
propose a probabilistic hypergraph, which assigns each 
vertex to a hyperedge in a probabilistic way. This work 
demonstrates the effectiveness of hypergraph model in 
capturing higher-order relationship. Yue et.al [4] intended an 
approach that simultaneously utilizes both visual and textual 
information for social image search. In the proposed method, 
both visual content and tags are used to generate the 
hyperedges of a hypergraph, and a relevance learning method 
is performed on the hypergraph structure where a set of 
pseudo-relevant samples are used. Different from the 
conventional hypergraph learning algorithms, our method 
learns not only the relevance scores among images but also 
the weights of hyperedges. By using the learning of 
hyperedge weights, the effects of uninformative tags and 
visual words can be minimized. 
 
B. Topic Distribution Learning 
Topic models, such as PLSA [5], LapPLSI, LDA, Corr-LDA, 
have shown impressive success in many fields. Corr-LDA is 
used, to jointly model textual and visual features for latent 
topic representation. Latent Dirichlet Allocation (LDA) is the 
simplest and most popular statistical topic modeling (Blei et 
el. 2003). Many other models came up as an extension of 
LDA  is the simplest topic model [8]. The intuition behind 
LDA is that documents exhibit multiple topics. In LDA [9], 
the topics are distributions over words and this discrete 
distribution generates observations (words in documents). 
LDA cannot model the correlations among topics. For 
example the topic “genetics” is more likely to be similar to 
“disease” than to “astronaut”. LDA fails to depict this 
correlation of topics. Correlated topic model (CTM) is 
introduced by Blei and Lafferty (2007) which is an extension 
of LDA that can model the correlations among topics. 
Hoffman et.Al has proposed PLSA is a statistical model for 
analyzing two modes and finding the co-occurrence of data. 
PLSA is based on a generative probabilistic model. We can 
apply the Probabilistic Latent Semantic Analysis (PLSA) to 
model the generation of each image and its word co-
occurrences. Probabilistic Latent Semantic Analysis is a 
novel statistical technique for the analysis of two mode and 
co-occurrence information, which has applications in 
information retrieval, machine learning from text and natural 
language processing. It can be used to extract topics from a 
collection of documents. The starting point for Probabilistic 
Latent Semantic Analysis is a statistical model which has 
been called aspect model. This model is a latent variable 
model for co-occurrence data which associates an 
unobserved class variable.  

3. Implementation Details 
 
The proposed framework is organized into three stages 
Hypergraph Construction, Topic distribution learning, and 
Topic sensitive influence ranking respectively. The system 
architecture is defined in Fig.2. 
 
A. Hypergraph Construction 
For hypergraph construction, there are two types of vertices 
corresponding to the users and images, which constitute the 
vertex set denoted as V= {u, o}. The construction of the 
hyperedges is illustrated as follows: 
 
1. Homogeneous hyperedges:  
It is used to represent the visual-textual content relations 
among image vertices. There are two types of homogeneous 
hyperedges including visual content relation hyperedge and 
textual content relation hyperedge. In our experiment, from 
each image 512-dimensional feature vector is extracted as the 
content representation, including 512-dimensional GIST 
feature. 
 

 
  Feature extraction using GIST 

 
The visual content similarity hyperedge’s weight is set based 
on the visual similarity matrix [8]. A is calculated according 
to 
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Where  denotes the index set for t nearest neighbors,  

and  are feature vectors associated with images 

respectively, is a scaling parameter. 

 To construct textual , we build a tag vocabulary. Each tag is 

used to build a hyperedge, i.e., the images containing the 
same tag are connected by a hyperedge. The homogeneous 
hyperedges are used to learn the topic distribution. 
 
Visual Similarity Matrix is 

 
Textual Similarity Matrix is: 
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A hypergraph G = {V, E, W} consists of the vertex set V, the 
hyperedge set E, and the hyperedge weight vector w. each 
edge is assigned a weight w  the hypergraph G can be 
denoted by incident matrix H 
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For a hyperedge e ∈ E, hyperedge degree can be estimated 
by: 
 
 
Vertex degree of each vertex v ∈ V is: 
 
 

 

 
B. Topic Distribution Learning 

Input: Image-Term matrix. Where, M: No of images. 

{ , ,...... } W: No of Words in Tag Vocabulary. { , 

, ....... } 

 
Output: the Topic Distribution      

We can apply the Probabilistic Latent Semantic Analysis 
(PLSA) [5] to model the generation of each image and its 
word co-occurrences by the following steps: 

1. Select an image io with probability )( ioP , 

2. Select a potential topic of interest  with 

probability )|(
ik

ozP , 

3. Create a word   with probability )|(
kj

zwP . 

Following the maximum likelihood principle, we can 

determine the model parameters 

    l= log , )P( , ) 

By exploring the homogeneous relations among images in the 

hypergraph and utilizing hypergraph regularizer, represented 

by 

ℛ=    

                  *                    (1) 

to maximize the regularized log-likelihood from equation 1as 

follows: 
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Figure 2: System Architecture 
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the topics extracted are as follows: 

 

 
 

C. Topic-sensitive Influence Ranking- 

1. Learning Influence score for Users:   

To calculate influence score of user we require user’s contact 

network and their social link relationship like comments.  

First we calculate user’s individual influence on each topic 

based on images that he/she has uploaded on particular topic 

and after that we calculate commenter influence based on 

which user has comment on which topic of image, after 

combining user’s individual influence and commenter 

influence we get Final influence score of users. 

 

2. Learning Influence score for Images:  

To calculate influence score of images we require each user’s 

uploaded images including tags. First we consider the tags of 

each image and calculating the probability of tags that comes 

under each topic. 

 

4. Results and Dataset 
 
We collect data from Flickr API to evaluate our approach. 
We downloaded each user’s contact information and each 
user’s uploaded images. The social links including contacts, 
views and comments are recorded. In this dataset, each user 
has different metadata information including textual title and 
tags, comments. We also classified that each photo has at 
least one type of social links, containing comments. 

 

 
Top 3 representative users and their photos on Topic1 from 
collected Flickr dataset, ranked by topic-specific social 
influence scores of users. 

 

 

 

 
Top 3 representative users and their photos on Topic2 from 
collected Flickr dataset, ranked by topic-specific social influence 
scores of users. 

 

 
Top 3 representative users and their photos on Topic3 from 
collected Flickr dataset, ranked by topic-specific social 
influence scores of users. 
 

 
Representative photos on three topics on the collected Flickr 
dataset, ranked by topic-specific social influence scores of 
images. 
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5. Conclusion 
 
Exploiting recommendation on social media network is 
proposed to deal with the problem of topic-sensitive 
influencer mining in social sharing websites. It aims to find 
the influential user and images in the social media networks. 
Social links between users and images indicate the social 
influence of users and images in the social media networks. 
We also demonstrate that this system can improve the 
performance significantly in the applications of photo 
recommendation. 
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