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Abstract: Summarization condenses a document or multiple documents into a smaller version by preserving the information content 

and its meaning. It is very difficult to summarize large documents manually. Many summarizers have been developed to capture the 

content of the document. Existing models use similarity between the sentences to extract the most salient features. The techniques do 

not depend on the context of the document. A context sensitive model based on association of the terms is introduced. The resulting 

index weights are used to calculate sentence similarity.  
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1. Introduction 
 

Document summarization is an information retrieval task 

which aims at extracting a condensed version of the original 

document. Readers will decide whether to read a complete 

document only after going through the summary. A summary 

of a document or a set of documents will give the overview 

of the content that is present in it. Even scientific people read 

a document only after reading the summary. Summarization 

has become an important tool. 

 

The summary will provide the main details of the document. 

The main goal of a summary is to present the main idea in a 

document or a set of documents in a short and readable 

paragraph. Summaries can be produced either from a single 

document or many documents. The summaries produced 

from multiple documents are called multi document 

summarizer. 

 

There are various techniques of summarization. Some of 

them rely on centroid based techniques, semantic analysis. 

Some of the techniques will be biased to a particular topic, as 

in the case of query based summarization. These techniques 

actually retrieve documents related to a particular query.  

 

Topic summarization deals with the evolution of topics in 

addition to providing the informative sentences. The major 

issues for multi-document summarization are as follows: first 

of all, the information contained in different documents often 

overlaps with each other, therefore, its necessary to find an 

effective way to merge the documents while recognizing and 

removing redundancy. Another issue is identifying important 

difference between documents and covering the informative 

content as much as possible. 

 

2. Related work 
 

There are various works till date that summarizes the 

documents. Text summarization can be either “abstractive” 

or “extractive”. The abstraction- based method provide 

summary by sentence compression and reformulation. It 

allows the summarizers to increase the information without 

increase in summary length. Such models require complex 

linguistic methods. The extraction – based models, use 

various statistical features to identify to identify those 

sentences that convey the meaning of the document.  

D.R. Radev, H. Jing, M. Styas, and D. Tam [1] proposed a 

summarizer called MEAD, which generates summaries using 

cluster centroids produced by topic detection and tracking 

system. Centroid based summarization model that used tf-idf 

score to identify the centroid It uses techniques based on 

sentence utility and subsumption, which we have applied to 

the evaluation of both single and multiple document 

summaries. A key feature of MEAD is its use of cluster 

centroids, which consist of words which are central not only 

to one article in a cluster, but to all the articles. The problem 

of this summarizer is that the summary will mostly consist of 

sentences that are in the centroid of the article.  

 

Many of them used a combination of statistical and linguistic 

methods such as term frequency, sentence position, topic 

signature, lexical chains for computing the saliency score of 

the sentences. Summaries are also produced by computing 

the semantic similarity of the sentences. D. Wang, T. Li, S. 

Zhu, and C. Ding [2] focus on the similarity between the 

sentences. The framework is based on sentence level 

semantic analysis and symmetric non-negative matrix 

factorization.  

 

BAYESUM [3] makes use of sentence extraction in query-

focused summarization. BAYESUM leverages the common 

case in which multiple documents are relevant to a single 

query. Using these documents as reinforcement for query 

terms. The key requirement of BAYESUM is that multiple 

relevant documents are known for the query in question. 

BAYESUM is built on the concept of language models for 

information retrieval. A sentence appears in a document 

because it is relevant to some query, because it provides 

background information about the document. The model 

assumes that each word can be assigned a discrete, exact 

source. 

 

SUMMARIST [4] creates a robust automated text 

summarization system, based on the equation: 

summarization=topic identification+ interpretation + 

generation. The task is to produce synopsis of any 

document(s) submitted to it. The input is selected and filtered 

to determine the most important, central, topics. The topic 

identification can done by methods based on position, cue 

phrases, word frequency and discourse segmentation. A 

collection of extracted concepts are fused into their one (or 

more) higher level unifying concept(s). This is the most 
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difficult step of automated text summarization. 

 

3. Problem definition 
 

The main goal of this system is to provide the summary 

which is not a mere set of sentences but is based on the 

context. The summary that is produced by the summarizers 

till date continues a set of sentences that is picked from the 

document. This does not provide the context of the document 

which is a major disadvantage. A document when read by a 

human will understand the whole content of it and then 

summarize accordingly. It will clearly depict the content of 

the document. It is difficult to make a computer understand 

the content to create a summary. All the previous method do 

not depend on the context in the summary. A set of sentences 

picked randomly from the document will not be a good 

summary. All the previous method can be put into a single 

category i.e. context independent document indexing. 

 

4. System Overview 
 

The overview of the system is shown in figure 1. In the 

proposed system, the input is the URL of the web page which 

needs to be summarized. The contents of the web page are 

extracted to a text file before the remaining processes 

continue. 

 

 
Figure 1: System overview 

 

4.1 Text Extraction 

 

The query for this system is the URL of a web page. The 

content of the page is extracted using an html parser and 

stored to a text file. The source code of the web page is 

obtained which contains html tags. The html tags of the page 

are removed before further processing. Further steps of 

summarization are done onto this text file to get the 

summary. 

 

4.2 Pre-processing 

 

Pre-processing is one of the important task done in 

summarizing. The input document will contain various stop 

words which will occur in abundance. They do not have any 

significant meaning as it does not define the relation of the 

document. There will also be different forms of the same 

words. They are removed so that it won‟t be a problem 

during indexing them. Removal of stop words, stemming, 

noun and verbs finding, etc. are some of the techniques that 

are done.  

4.3 Lexical association 

 

Lexical association shows how a term in the document is 

associated tor related to the document. The term frequency 

and inverse document frequency are used to find the term 

association. The number of times a term occurred in a 

sentence is called as term frequency. It is represented as “tf”. 

The number of times a term occurred in the whole document 

is called as „Document frequency‟. The logarithmic inverse 

of it will give the inverse document frequency. Together the 

if-idf will give the weight of the words. Tf-idf will help to 

recognize which words are more associated to the document. 

 

4.4 Importance score 

 

The individual weights of the words are calculated to find out 

the most important sentence. The sum of the weight of all the 

terms in a sentence will give the score of the sentence.  

 

4.5 Sentence Similarity 

 

To include the sentences in the summary, the similarity 

among the sentences are calculated. One of the major 

similarity techniques, cosine similarity is used for this 

purpose. The sentences with high score are chosen to 

calculate the similarity of the sentence. 

 

5. Evaluation and results 
 

The system is evaluated on about 140 webpages available 

online. These 140 pages included topics on same themes and 

also different themes.  

 

5.1 ROUGE evaluation 

 

Summaries are evaluated using ROUGE [5].which is the 

most widely used toolkit for the evaluation of the system 

generated summaries. ROUGE is a recall-oriented summary 

evaluation metric that is widely used for the evaluation of 

summarization techniques. It measures the summarization 

performance by calculating the number of overlapping n-

grams between an evaluated summary and a set of reference 

summaries. There will be a set of reference summaries: 

which is human generated summaries. It has been shown that 

the results of comparisons based on ROUGE-1 and ROUGE-

2 (i.e., unigram- and bigram-overlap) . Therefore, we use 

ROUGE-1 and ROUGE-2 to evaluate the consistency of 

manual summaries derived by the compared methods. 

 

The Table 1 shows the evaluation results of our system. The 

average score for all the topics tested with our system is 

displayed in the system with ROUGE. 

 

Table 1 The average recall, average precision and average F-

score generated by ROUGE package for the system. 

 Avg_R Avg_P Avg_F 

Rouge-1 0.4752 0.85644 0.61125 

Rouge-2 0.43911 0.76289 0.45963 
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5.2 Performance evaluation 

 

For the evaluation of the performance, the execution time of 

the system is calculated for different size of the input. The 

execution time of the system increases as the size of the input 

increase. Figure 2 shows the increase in the execution time 

against the different input. 

 

 
Figure 2: Performance analysis 

 

6. Conclusion and future scope 
 

The system summarizers web pages whose URLs are given to 

it. It makes use of term frequency and sentence score to find 

out the sentences which are associated with the document. 

Further improvement would be to provide summary based on 

the topic given to it. Also, the system is evaluated on a very 

small dataset. To use this system on a very large dataset will 

require additional improvements to be done. 
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