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Abstract: Receiver operating characteristics (ROC) curve analysis is accepted as the most commonly used statistical analysis 

technique in the medical field to determine a cut-off value for a clinical test and is useful for organizing classifiers. In this paper, an 

ROC Curve is proposed to classify β-thalassaemia diseases in Erbil City, Iraq as the research goal, in the classification of diseases, there 

are, four possible outcomes. If the diseased patient is positive, the case is classified as positive, that means it is counted as a true 

positive; but if it is classified as negative, that means it counts as a false negative. Should the diseased patient be negative and it is 

classified as negative, it means that it is country as a true negative; if it is classified as positive, it counts as a false positive. This analysis 

is applied specifically to a case study in Erbil in Kurdistan Region of Iraq. Results for statistical analysis show that the test 

(Red_Blood_Cell_Count) has a greater area under curve than the other diagnostic tests after comparison.  
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1. Introduction 
 

ROC analysis divides performance into true and false 

positive rates. Different ROC profiles are more or less 

desirable under different class distributions and different 

error cost functions 
[16]

. A receiver operating characteristics 

(ROC) graph is a method to imagine, arrange and choose 

classifiers on the basis of their performance. ROC curve has 

been used for a long time in signal detection theory to 

indicate the tradeoff between hit rates and false alarm rates of 

classifiers. ROC analysis has been also used to visualize and 

analyze the behavior of diagnostic systems. The community 

of medical decision makers has produced ample literature on 

the use of ROC graphs for diagnostic testing 
[6]

. 
 

2. Materials and Methods 
 

2.1 Explanation of model classification (classifiers) 

 

The classification model (classifiers) depends on the creation 

which is the number of cases that have desirable property or 

those that have undesirable property, that have been 

classified correctly or wrongly 
[13]

. In the classification of 

diseases, there are, four possible outcomes. If the diseased 

patient is positive, the case is classified as positive, that 

means it is counted as a true positive; but if it is classified as 

negative, that means it counts as a false negative. Should the 

diseased patient be negative and it is classified as negative, it 

means that it is counts as a true negative; if it is classified as 

positive, it counts as a false positive 
[6]

. Classification tool 

can be used for the analysis of several statistics as seen by 
[4],

 
[7]

: 

 

1- Sensitivity (tp rate): 

P

TP
=rate tpSE                              (1) 

 

2- Specificity:  

TN+FN

TN
=SP                                       (2)  

3-  fp rate (1- specificity): 

N

FP
=rate fp                                          (3) 

4- The proportion of correct classification: 

NPTotal

EF
=tionClassificaCorrect 






TNTP
           (4)  

 

 

2.2 ROC Curve 

 

The ROC curves have two dimensional graphs that are visual 

depictions of the performance and performance trade-off of a 

classification model 
[6]

, ROC curves began as tools within the 

theory of communication to provide visual determination of 

optimal operating points in signal discriminators 
[8]

. The 

ROC curve is a graph of TPF versus FPF, which are both 

independent of disease prevalence. Basically, a traditional 

ROC curve defines the possible compromises between TPF 

and FPF - thus among the relative frequencies of positive is 

true, positive is false, negative is true, and false negative 

decisions – due to the variability of decision thresholds 
[11]

. 

 
Figure 1: ROC curves: (a) an almost perfect classifier (b) a 

reasonable classifier (c) a poor classifier. 

 

Additionally, Fig.1 presents some normal cases of ROC 

curves. Part (a) shows the ROC curve of a nearly perfect 
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classifier with \the performance curve nearly touching the 

„perfect performance‟ point in the top left corner. Part (b) 

and part (c) show ROC curves of subordinate classifiers, and 

this level provides a simple visual representation of how 

various models perform making it easy to identify optimal 

versus sub-optimal models 
[8]

. 

 

2.2.1 ROC Space and Important point on ROC Curve 

 

A ROC graph shows the relative tradeoffs between true 

positives and false positives. Fig. 2 depicts an ROC graph 

with six classifiers ranging from  to . There are, many 

significant points in ROC space to be noted. The lower left 

point (0, 0) that is indicated by and always represents the 

strategy of negative classification; such as a classifier makes 

no false positive errors but also does not benefit from any 

true positives. The opposite strategy is a positive 

classification, represented by the upper right point (1,1) 

denoted by  in Figure 2. The point (0,1) denotes perfect 

performance. This means that  is perfect classification as 

indicated in Figure 2. Informally one point in ROC space is 

superior to another when the point is closer to the top left 

corner (northwest), i.e increasing tp rate, decreasing fp rate 
[6], [8]

. The diagonal line from the bottom left corner to the top 

right corner denotes random classifier performance 
[8]

. Where 

classifiers near the left-hand side of an ROC graph, may be 

thought of as „„conservative‟‟: they have low true positive 

rates and they produce a few false positive errors. Classifiers 

on the upper right-hand side of an ROC graph may be 

deemed as „„liberal‟‟: they group most positives 

appropriately, but they tend toward high false positive rates. 

In Fig. 2,  is more conservative than . It is possible to 

rank classifiers mapped onto a ROC graph based on their 

distance to the „perfect performance‟ point ( ). In Fig. 2, 

classifier  can be considered to be better than a 

hypothetical classifier  as  is nearer the top left corner 
[6], [8]

. The random classifier will generate an ROC point that 

„„slides‟‟ back and forth on the diagonal depending on its 

frequency in guessing the positive class. For example, if a 

classifier randomly guesses the positive half the time class, 

that means it can be expected to be correct with half the 

positives and half the negatives; and yield the point (0.5,0.5) 

in ROC space. If the correct rate is 90% of the time in 

guessing the positive class then the false positive rate will 

also increase to 90%, yielding (0.9,0.9) in ROC space. In Fig. 

2,  performs much worse than random. The classifier on 

the diagonal has no any information about the class. On the 

other hand, a classifier below the diagonal can be said to 

possess beneficial knowledge, but its application of the 

knowledge or information is incorrect 
[6]

. 

 
Figure 2: Shows six classifier in ROC curves 

 

2.3 Likelihood Ratio  

 

The likelihood ratio (LR) is described as the ratio between 

the probability of a defined test result with the presence of a 

disease and the probability of the same test result with the 

absence of a disease 
[3]

: 

b

a
=LR                                         (5) 

Where: a is (probability of a test result among the diseased 

persons), and b is (probability of the same test result among 

the non-diseased persons). The likelihood ratio is beneficial 

in clinical decision-making as it is able to provide the ratio of 

odds of disease among persons with a given test result (post-

test) to the odds of disease among all persons (pre-test). 

Should a test generate results on a continuous scale, then it is 

[possible that a likelihood ratio can in theory be defined for 

each test value (x) 
[3]

: 

d

c
=LR (x)                                 (6) 

Where: c is (probability of a test result x among the diseased 

persons), and b is (probability of the same test result x among 

the non-diseased persons). In theory it is possible for the 

likelihood ratio to be estimated by employing an 

infinitesimally small interval for the test result on the depend 

on two criteria - for example to test value of 100, we need 

two criteria (100.1 and 99.99). In practical terms, the 

likelihood ratio for a single test value is not easy to estimate, 

except when the an researcher is dealing with an 

exceptionally large sample. Thus, likelihood ratios are more 

frequently computed for test results on one side of a 

particular criterion (dichotomous test). If a test produces 

dichotomous results (i.e., positive or negative, by using a 

specific criterion for positivity), then two likelihood ratios 

can be defined - i.e., the likelihood ratio for a positive test 

(LR+) and the likelihood ratio for a negative test (LR -) 
[3]

: 

f

e
=LR                                   (7) 

Where: e is (probability of a positive test among the diseased 

persons), and b is (probability of a positive test among the 

non-diseased persons). 

h

g
=-LR                                (8) 
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Where: g is (probability of a negative test among the diseased 

persons), and b is (probability of a negative test among the 

non-diseased persons). 

 

2.4 Area under the ROC Curve  

 

The total area under the ROC curve is a, indication of how 

the diagnostic test performs as it is a reflection of the test 

performance at all possible cut-off levels. The assumption is 

that a high value from the method is indication of a positive 

diagnosis while a low value points to a negative diagnosis. 

The area is then a measurement of the probability that the 

distribution of the positive diagnosis is statistically larger 

than the distribution of the negative diagnosis 
[17]

. In the 

comparison of classifiers there may be a wish to reduce ROC 

performance to a single scalar value that represents expected 

performance. The traditional approach is to compute the area 

under the ROC curve (AUC) 
[2]

. As the AUC is a part of the 

area of the unit square, therefore its value will invariably be 

between 0 and 1. It generates the diagonal line from (0, 0) to 

(1, 1) due to random guessing. The AUC has an important 

statistical property: the AUC of a classifier is equivalent to 

the probability that the classifier will rank a randomly chosen 

positive disease higher than a randomly chosen negative 

disease 
[6]

. 

 

 
Figure 3: Shows two ROC graphs. (a) Shows the area under 

two ROC curves. (b) Shows the area under the curves of 

classifier (X) and a probabilistic classifier (Y) 

 

The (Y) has better average performance classifier than (X) 

because it has a greater area such as in Figure (3-a) that 

shows the area under two ROC curves. So Figure (3-b) 

clarifies the area under the curve of both classifiers (X) and 

(Y). Classifier X characterizes the performance of Y when it 

is paired with an individual, fixed threshold. Also the 

performance of the two is equal at the fixed point (As 

threshold), as performance deteriorates to Y further from this 

point 
[6]

. To the question of what is a good value for the area 

under the curve, one answer is to conduct an examination of 

what some of the likelihood ratios would be for various 

areas. For a test to be considered good it should have at least 

the LR+ equal to 2.0 and LR- is 0.5 or less, to correspond to 

an area of approximately 0.75. A test would be better with a 

likelihood ratio equal to 5 and 0.2, respectively, to 

correspond to an area of roughly 0.92. Better still would be 

likelihood ratios equal to 10 and 0.1, to correspond 

approximately to an area of 0.97 
[10]

. There is a need to make 

comparisons of the ROC curves to determine the best 

method. Comparisons between curves are based on the area 

under the ROC curve 
[5]

. In such cases it is important to 

consider the correlation between the areas that are induced by 

the data into account, which would reduce the standard error 

and increase the power of the comparison. When comparing 

two areas the critical ratio is defined by 
[9]

. 

21

2

2

2

1

21

SESE2SESE

AA
=z

r


                  (9) 

where:A1 and A2 are the two areas and SE1 and SE2 the 

corresponding standard errors and r represents the correlation 

between the two areas due to working on the same set of data 
[17]

. 

 

2.5 Thresholds (Cut-off Value) and the optimal cut-off 

value 

 

The ROC-curve shows a sequence of cut-off values 

(thresholds). A single cut- point of a diagnostic test is a 

single point in the ROC space; but there are various possible 

cut-points of a diagnostic test that determine a curve in ROC 

space, that is called ROC curve
 [18]

. 

 
Figure 4: The probability distributions of diagnostic test 

results according to the threshold value 

 

 Figure 4 shows the probability distributions of the results of 

a hypothetical perfect diagnostic test. The results of the 

diseased and non-diseased individuals do not indicate any 

overlap and the selected threshold value is in between these 

distributions. A higher test result than the threshold value, 

may indicate a positive test. A test result below the threshold 

value indicates a negative test, with all diseased and non-

diseased patients classified correctly. The probability 

distributions of diseased and normal over- lap. Any threshold 

value will result in the misclassification of some diseased 

patients as normal, or of some normal individuals as 

diseased, or both (Fig. 5). 

 
Figure 5: Impact of threshold on sensitivity and specificity 

 

Applying a lower threshold value reduces the incidence of 

false-negative results (higher sensitivity; Fig. (5-a), but 

increases the incidence of false positives (lower specificity; 

Fig. (5-b). Raising the threshold value, however, will 

increase the incidence of false negatives (lower sensitivity; 

Fig. 5-a)) and decrease the incidence of false positives 

(higher specificity; Fig. 5-b)). A higher sensitivity is related 

to a reduction in specificity and a lower sensitivity with an 
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enhanced specificity. The ROC curve graphically represents 

this reciprocal relationship between sensitivity and 

specificity, computed for all possible threshold values 

(Fig.6). 

 

 
Figure 6: The ROC curve (a) graphically shows the 

relationship between sensitivity and specificity for all 

possible threshold values (b) 
 

The sensitivity or TPF is indicated by the vertical axis of the 

graph above while the horizontal axis is represented by the 

false-positive fraction (FPF-1specificity). Every operating 

point on the ROC curve is a representation of the 

combination of sensitivity and specificity at a particular 

threshold value. At threshold value that are unrealistically 

high \ all patients are deemed to be normal, thus resulting in a 

TPF of 0 and a FPF of 0 (specificity = 1) and corresponding 

to the operating point in the lower left-hand corner of the 

ROC graph. If the threshold is lowered it will cause an 

increase in the TPF and FPF (lower specificity). At the 

lowest possible threshold, the TPF and FPF are both 

1(specificity = 0), and this corresponds to the upper right-

hand corner of the ROC graph 
[12], [5]

. The important question 

is whether there is an optimal value for t or not, consider the 

Youden index:  

fp)-Max(tpy   (10) 

1)-tnMax(tpy   (11) 

i.e., the maximum value of the sum of the sensitivity (tp) and 

specificity (tn) is minus 1. This index, like the AUC, is a 

descriptive measure of the ROC-curve. The optimal value of 

the cut-off point t is thus obtained when the sum (tp + tn) is 

at its maximum 
[14]

. 

 

3. Data Analysis and Results 
 

The data set used in this study consists of a sample of 234 

observations (patents) and was obtained from the PhD 

dissertation of Dr. Dhahir Tahir Ahmad. The subjects were 

selected from the thalassaemia center in Erbil city. The data 

search was done manually by Dr. Dhahir 
[1]

. The variables 

which are determined in this study are; Group variable; it is 

the variable to detect a group of thalassaemia patients and 

consists of two groups, the first group for major and the 

second group for minor with control group, while the other 

variables are; Red_Blood_Cell_Count, Hemoglobin and 

Red_Blood_Cell_ Diameter, which are scale variables. 

 

 

Table 1: Displaying the sample size and positive, negative group 

Variable 
Classific-ation 

variable 
Sample size 

Positive group 
Negative 

group 
Disease 

prevalence 
Group = 1 Group = 0 

Red_Blood_Cell

_Count 
Group 234 147 87 62.8 

 

 Table (1) presents a sample size, which is based on the 

suggestion that meaningful qualitative conclusions can be 

drawn from ROC experiments conducted with a total of 234 

observations or more. In this case the positive group (with 

disease) numbered 147 and negative (without disease) were 

87. The percentage positive group or disease prevalence in 

this study is 62.8 (147/234), and clinically, the disease 

prevalence the probability of disease prevalence before 

performance of the test. 

 

Table 2: Area under the ROC curve (AUC) 
Area under 

the ROC curve 

(AUC) 

Standard 

Error 

95% 

Confidence 

interval 

Statistic 

test 

Significance 

level P 

(Area=0.5) 

0.945 0.0167 
0.907 to 

0.970 
26.625 <0.0001 

 

In the table (2) this area (0.94) is quite good; it is near the 

perfect value of 1.0 and more sizeable than worst case value 

at 0. Which, means that an individual selected at random 

from the positive group has a test value larger than that for a 

randomly selected individual from the negative group in 94% 

of the time. When the variable under study is unable to 

distinguish one group from the other such as in Fig 7, i.e. 

Where the two distributions appear to be no different, the 

area in this case is equal to 0.5 (which indicates the ROC 

curve coincides with the diagonal). On the other hand, in the 

case of an ideal separation, of the two groups‟ values, i.e. 

The area under ROC curve will be equal to 1 (the ROC curve 

will reach the upper left corner of the plot). The 95% 

Confidence interval is the interval in which the true 

(population) area under the ROC curve is with 95% 

confidence. The P-value is the probability that the sample 

area under the ROC curve (0.945) is found when in fact, the 

true (population) area under the ROC curve is 0.5 (null 

hypothesis: Area = 0.5). The P is low (P = 0.0001<0.05) then 

it can be concluded that the Area under the ROC curve is 

significant, which means it is different from 0.5 and there is 

evidence that the laboratory test does have an ability to 

distinguish between the two groups. 

 

Table 3: Criterion values and coordinates of the ROC curve 

Criterion 
Sensi- 

tivity 
95% CI 

Speci- 

ficity 
95% CI +LR -LR 

≤3 49.66 41.3 - 58.0 95.4 88.6 - 98.7 10.8 0.53 

≤3.37 72.79 64.8 - 79.8 95.4 88.6 - 98.7 15.8 0.29 

≤3.4 73.47 65.6 - 80.4 94.25 87.1 - 98.1 12.8 0.28 

≤3.49 79.59 72.2 - 85.8 94.25 87.1 - 98.1 13.9 0.22 
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≤3.5 79.59 72.2 - 85.8 91.95 84.1 - 96.7 9.89 0.22 

≤3.59 82.99 75.9 - 88.7 91.95 84.1 - 96.7 10.3 0.18 

≤3.6 84.35 77.5 - 89.8 90.8 82.7 - 95.9 9.17 0.17 

≤3.68 86.39 79.8 - 91.5 90.8 82.7 - 95.9 9.4 0.15 

≤3.7 87.76 81.3 - 92.6 89.66 81.3 - 95.2 8.48 0.14 

≤3.87* 92.52 87.0 - 96.2 89.66 81.3 - 95.2 8.94 0.08 

≤3.9 92.52 87.0 - 96.2 87.36 78.5 - 93.5 7.32 0.09 

≤3.91 93.2 87.8 - 96.7 87.36 78.5 - 93.5 7.37 0.08 

≤3.93 93.2 87.8 - 96.7 86.21 77.1 - 92.7 6.76 0.08 

≤3.98 94.56 89.6 - 97.6 86.21 77.1 - 92.7 6.86 0.06 

≤4 94.56 89.6 - 97.6 82.76 73.2 - 90.0 5.48 0.07 

 

It is clear from table (3) that the specificity of the model in 

the classification of β-Thalassaemia diseases is 89.66, and 

the sensitivity value is 92.52. These values correspond to the 

optimal cut-off value (3.87) as shown in Fig 7 and, the 

criterion value is indicated with a (*) sign indicating the 

value corresponding to the highest average of sensitivity and 

specificity (highest accuracy). To be considered a test should 

have a LR+ of at least 2.0 and a LR- of 0.5 or less. It is clear 

from table 3 that the value of LR+ is 8.94 and for LR- is 

equal to (0.08), which can be interpreted as the area under 

the curve being closer to very good area in this study. 

 
Figure 7: ROC Curve graph for the test Red Blood Cell 

Count 

 

Fig 8 shows the relationship between sensitivity and 

specificity by using different cut values, and from it, one can 

determine the optimal cut-off value that is equal to 3.87. 
 

 
Figure 8: Relationship between sensitivity and specificity by 

using different cut values 
 

 

Of the ROC curves of three diagnostic tests, test one is the 

results from the Red_Blood_Cell_Count and test two is the 

Hemoglobin, and test three is the results from the 

Red_Blood_Cells_Diameter, all these tests being applied on 

the same subjects to classify the same disease and ROC 

analysis is used to determine if there is any difference 

between the three diagnostic tests as shown in Fig 9. 
 

 
Figure 9: Three different diagnostic tests 

 

 

The above figure depicts three different ROC curves 

according to three different tests. The areas under the curve 

(AUC) are shown in table (4), the AUC for test one is (0.945) 

and for test two it is 0.908; , also, the AUC for test three is 

0.865, while test one has higher AUC value than curves the 

curves of test two and test three. This means that test one is 

superior to both tests two and three, and the curve is closer to 

the perfect discrimination. 

 

Table 4: AUC for three different diagnostic tests 

Variables AUC SE 95% CI 

Red_Blood_Cell_Count 0.945 0.0167 0.907 to 0.970 

Hemoglobin 0.908 0.0198 0.863 to 0.941 

Red_Blood_Cells_Diameter 0.865 0.0285 0.814 to 0.906 

 

If there is a wish to obtain an overall view of the 

performances of these three different diagnostic tests, it is 

possible to make a comparison of the area under the ROC 

curves. The overall performance of test one is better than test 

two test three at all the threshold points.  

 

Table (5-a): Pairwise comparison of ROC curves between 

Red_Blood_Cell_Count V.S Hemoglobin 
Difference 

between 

areas 

Standar

d Error 

95% 

Confidence 

interval 

Statistic 

test 

Significance 

level 

0.0369 0.0166 
0.00437 to 

0.0694 
2.223 P = 0.0262 

 

The results are as shown in table (5-a) where the difference 

area between Red_Blood_Cell_Count and Hemoglobin is 

0.0369, and the upper limit of this value of the confidence 

interval is 0.0694 while the lower limit value is 0.00437 with 

standard error of 0.0166. , Also, the area test statistic is z = 

2.223 and the two-tailed p-value is 0.0262, which means 

there is a significant difference between the two tests. This 

means to say that if is a much better performance than the 

Hemoglobin on this data set. 
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Table (5-b): Pairwise comparison of ROC curves between 

Red_Blood_Cell_Count V.S Red_Blood_Cells_Diameter 
Difference 

between 

areas 

Standard 

Error 

95% 

Confidence 

interval 

Statistic 

test 

Significance 

level 

0.0796 0.0308 
0.0192 to 

0.140 
2.582 P = 0.0098 

 

It is clear from Table (5-b), that the difference between 

Red_Blood_Cell_Count area and Red_Blood_Cell_Diameter 

area is 0.0796, then the upper and lower limits values of the 

confidence interval are 0.140 and 0.0192 respectively, with 

standard error of 0.0308, while the area statistic test is 2.582 

and the significant level is (p-value = 0.0098), meaning that 

there is a high significant difference between the two tests 

above. In other words, when two tests are compared, the 

Red_Blood_Cell_Count test has a high significantly better 

performance than the Red_Blood_Cell_Diameter. 

 

Table (5-C): Pairwise comparison of ROC curves between 

Hemoglobin V.S Red_Blood_Cells_Diameter 
Difference 

between areas 
Standard 

Error 

95% 

Confidence 

interval 

Statistic 

test 

Significance 

level  

0.0428 0.0316 
-0.0192 to 

0.105 
1.353 P = 0.1760 

 

Table (5-C) shows the difference between Hemoglobin test 

and Red_Blood_Cell_Diameter test, and the difference 

between the two tests area is 0.0428 while the upper and 

lower limit value of this difference are -0.0192 and 0.105 

respectively. The standard error is 0.0316, and the statistic 

test area is 1.353 while the p-value is 0.176, which, means 

there is no statistically significant difference between the two 

tests. 

 

4. Conclusions (Discussion) 
 

In this study, the methodology provided a powerful technique 

to distinguish between diagnostic tests in β-thalassaemia 

diseases. The main aim of the conducted study was to 

analyze the comparison between tests, ROC curves of three 

diagnostic tests (Red_Blood_Cell_Count, Hemoglobin, and 

Red_Blood_Cells_ Diameter) and these tests being applied 

on the same subjects to classify the same disease and to use 

ROC analysis to examine if there is any difference between 

them. The result shows that the first test has higher AUC 

value than curves of the second and third tests, so the 

difference areas between Red_Blood_Cell_Count and 

Hemoglobin) is 0.0369 , and the area test statistic is 2.223 

with the p-value ar 0.0262, which means if the tests are 

compared at all cut-off points at once, the 

Red_Blood_Cell_Count test would show a much better 

performance than the Hemoglobin on this data set. In other 

words, the difference between Red_Blood_Cell_Count area 

and Red_ Blood_ Cell_ Diameter area is 0.0796, and also the 

area statistic test is 2.582 and the significant level is 0.0098, 

which means that when two tests are compared, the 

Red_Blood_Cell_Count test has a significantly better 

performance than the Red_Blood_Cell_Diameter. The other 

result shows the difference between Hemoglobin test and 

Red_ Blood_ Cell_ Diameter test, while the difference 

between two tests area is 0.0428. Additionally, statistic test 

area is 1.353 and the p-value is (0.176), which means there is 

no statistically significant difference between the two tests. 

The percentage positive group or disease prevalence in this 

study is 62.8, clinically, the disease prevalence is the same as 

the probability of disease being present before the test is 

performed. The most interesting results was that the 

Red_Blood_Cell_Count test was shown to have a greater 

area under curve than the other diagnostic tests. This area is 

0.94, which is almost the perfect value of 1.0 and a lot larger 

than worst case value equal to 0.5, which means that for 94% 

of the time, a randomly chosen individual from the positive 

group has a test value higher than that for a randomly 

selected individual from the negative group. The P-value for 

the sample area under the ROC curve (0.945) is 0.0001and 

less than significant level (0.5), so we can conclude that the 

area under the ROC curve is significant, meaning that it is 

different from 0.5 and there is proof that the laboratory test 

can distinguish between the two groups. Finally, the 

specificity of the model in the classification of β-

Thalassaemia diseases according to Red_Blood_Cell_Count 

test is 89.66, and the sensitivity value is 92.52. These values 

correspond to the optimal cut-off value of 3.87, and the value 

of LR+ is 8.94 while LR- is equal to 0.08, which, can be 

interpreted as the area under the curve being closer to very 

good area in this study. 
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