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An itemset X is contained in transaction <tid, Y>if X ⊆Y . 

Given a transaction database TDB, the support1 of an 

itemset X, denoted as sup(X), is the number of transactions 

in TDB which contains X. An association rule R : X  Y is 

an implication between two itemsets X and Y where X, Y c I 

and X Ո  Y = ϕ. The support of the rule, denoted as sup(X 

Y ), is defned as sup(X U Y ). The confidence of the rule, 

denoted as conf(X Y ), is defined assup(XUY )/sup(X) . 

As discussed by many studies, given a transaction database 

TDB, a minimal support thresh- old min sup, and a minimal 

confidence threshold min conf, the problem of association 

rule mining is to find the complete set of association rules in 

the database with support and confidence passing the 

thresholds, respectively. A pattern set is called a frequent 

pattern setif its support is no less than min sup. 

 

4. Proposed Method 
 

MinRPset Algorithm 

 

Let F be the set of frequent patterns in a dataset D with 

respect to threshold min_sup, and ˆF be the set of 

patternswith support no less than min_sup・(1−€) in D. 

Obviously,F ⊆ ˆF . Given a pattern X ∈ ˆF , we use C(X) to 

denote the set of frequent patterns that can be _-covered by 

X. We have C(X) ⊆F. If X is frequent, we have X ∈C(X). A 

straightforward algorithm for finding a minimum 

representative pattern set works as follows. First we mine all 

patterns in ˆ F, and then we generate C(X)—the set of 

frequent patterns that X covers—for every pattern X ∈ ˆF . 

We get| ˆF | sets. The elements of these sets are frequent 

patterns in F. Let S = {C(X)|X ∈ ˆF }. Finding a minimum 

representative pattern set is now equivalent to finding a 

minimum number of sets in S that can cover all the frequent 

patterns in F. This is a set cover problem, and it is NP hard. 

We use the well-known greedy algorithm to solve the 

problem, which achieves an approximation ratio of 

∑
k

i=1(1/i),wherekis the maximal size of the sets in S. We call 

this simple algorithm MinRPset. The greedy algorithm is 

essentially the best-possible polynomial time approximation 

algorithm for the set cover problem. Our experiment results 

have shown that it usually takes little time to finish. 

Generating C(X)s is the main bottleneck of the MinRPset 

algorithm when F and ˆF are large because we need to find 

C(X)s over a large F for a large number of patterns in ˆF . 

We use the following techniques to improve the efficiency 

of MinRPset: 1) consider closed patterns only; 2) use a 

structure called CFP-tree to find C(X)s efficiently; and 3) 

use a light-weight compression technique to compress 

C(X)s.The number of frequent closed patterns can be orders 

of magnitude smaller than the total number of frequent 

patterns. Consider only closed patterns improves the 

efficiency of the MinRPset algorithm in two aspects. On one 

hand, it reduces the size of individual C(X)s since now they 

contain only frequent closed patterns. On the other hand, it 

reduces the number of patterns whose C(X) needs to be 

generated as now we need to generate C(X)s for closed 

patterns only. 

 

4.1 Considering Closed Patterns Only 

 

A pattern is closed if it is more frequent than all of its 

supersets. If a pattern X1 is non-closed, then there exists 

another pattern X2 such that X1 ⊂X2 and supp(X2) = 

supp(X1). 

 

Lemma 1.Given two patterns X1 and X2 such that X1 ⊆X2 

and supp(X1) = supp(X2), if X2 is €-covered by a pattern 

X,then X1 must be €-covered by X too. 

It implies that instead of covering all frequent patterns, we 

can cover frequent closed patterns only, which leads to the 

following lemma. 

 

Lemma 2.Let F be the set of frequent patterns in a dataset 

D with respect to a threshold min_sup. If a set of patterns R 

€- covers all the frequent closed patterns in F, then R €-

covers 

all the frequent patterns in F. 

 

Lemma 3.Given two patterns X1 and X2 such that X1 ⊆X2 

and supp(X1) = supp(X2), if a pattern X is €-covered by 

X1,then X must be €-covered by X2 too. 

This lemma also directly follows from Definition 2. It 

suggests that we can use closed patterns only to cover all 

frequent patterns. The number of frequent closed patterns 

can be orders of magnitude smaller than the total number of 

frequent patterns. Consider only closed patterns improves 

the efficiency of the MinRPset algorithm in two aspects. On 

one hand, it reduces the size of individual C(X)s since now 

they contain only frequent closed patterns. On the other 

hand, it reduces the number of patterns whose C(X) needs to 

be generated as now we need to generate C(X)s for closed 

patterns only. 

Algorithm MinRPset Algorithm 

 

Description: 

1: Mine patterns with support ≥ min_sup・(1−€) and store 

them in a CFP-tree;  

2: DFS_Search_CXs(root); 

3: Remove non-closed entries from C(X)s; 

4: Apply the greedy set cover algorithm on C(X)s to find 

representative patterns and output them; 

 

When €=0, the representative patterns are closed frequent 

patterns[14]. 

 

5. Result and Discussion 
 

The proposed technique generates fewer number of closed 

frequent patterns than the previous 

algorithms..MinRPsetadditional benefits besides producing 

fewer representative patterns: 

 

Users may not know what value should be used for 

min_supat the beginning. The post-processing strategy 

allows users to try different min_supvalues without mining 

frequent patterns multiple times. This is especially beneficial 

on very large datasetsAs number of dataset increases, time 

also increases Graph shows as the size of dataset doubles, 

times approximately doubles.  

 

6. Conclusion 
 

Mining complete set of itemsets often suffers from 

generating a very large number of itemsets and association 
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rules. Mining frequent closed itemsets provides an 

interesting alternative since it inherits the same analytical 

power as mining the whole set of frequent itemsets but 

generates a much smaller set of frequent itemsets and leads 

to less and more interesting association rules than the 

former. In this paper, we proposed MinRPset algorithm for 

locating minimum frequent pattern sets is introduced. It 

mines frequent patterns, and then find closed frequent 

patterns during a post-processing step. As a result of the 

utilization of the post-processing strategy, MinRP set have 

the extra benefits besides giving fewer representative 

patterns. 
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