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The purpose of this study is to search the best predictive 

performance model among the competitive models. Table 

4.17 shows the error values for all the two models. Mean 

Error (ME) Mean Absolute Error (MAE), Mean Squared 

error (MSE), Root mean square error (RMSE) are some of 

the frequently used measures of forecast adequacy. The rule 

of thumb is the smaller ME, MAE, MSE and RMSE, the 

better is the forecasting ability of that model. The ME, 

MAE, MSE and RMSE associated with ARIMA model is 

the smaller, compare with other model. Therefore, it is 

proposed that ARIMA model is the best or optimal model 

among the other model. 

 

5. Summary and Conclusion 
 

We used ARIMA and ARMA model to estimate the data 

that best describe the monthly official exchange rate in 

Nigeria. The data set is from monthly official exchange rate 

for the naira to US dollar for the period from January 2000 

to December 2012. Result analysis revealed that the series 

became stationary at first difference. Further analysis 

showed that among all the class of ARIMA and ARMA 

model based on Akaike’s information criterion (AIC), 

schwarzt information criterion (SIC) and Hannan Quinn 

criterion (HQC), the best or optimal model was ARIMA (1, 

1, 2) and ARMA (1, 1). The performance of the model for 

both in-sample and out-of-sample shows that ARIMA (1, 1, 

2) has the minimum ME, MSE, MAE, RMSE which indicate 

that ARIMA (1, 1, 2) model is the best or optimal model for 

the period forecasted. 

 

This study has assessed comprehensively and systematically 

the predictive capabilities of the exchange rate forecasting 

models. To obtain the generality of the empirical results, 

ARIMA, ARMA model have been compared. Some of the 

frequently used measures of forecast adequacy such as Mean 

Error (ME), Mean Absolute Error (MAE), Mean Squared 

Error (MSE) and Root Mean Squared Error (RMSE) were 

used to evaluate the forecast performance of the chosen 

models. This study reveals the fact that ARIMA 

methodology produces superior results than ARMA models. 
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