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Abstract: The study of plant disease refer to the studies of visually observable patterns of a particular plant. Nowadays crops face many 

traits/diseases. Damage of the insect is one of the major trait/disease. A common practice for plant scientists is to estimate the damage of 

plant (leaf, stem) because of disease by an eye on a scale based on percentage of affected area. It results in subjectivity and low 

throughput .We present techniques for the detection and classification of edges in color images of plants. Edge detection is one of the 

most important tasks in image processing. It denotes the procedure of detecting meaningful discontinuities (edges) of the image 

function. The accuracy in detecting these discontinuities (edge detection) and the efficiency in implementing these operations are 

important criteria for using an algorithm and different operators in the area of computer vision. This paper provides a advances in 

various methods used to study plant diseases using image processing. The methods studied are for increasing throughput. 
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1. Introduction 
 

India is an agricultural country where in about 70% of the 

population depends on agriculture. The image processing can 

be used in agricultural applications for following purposes: 

1. To detect diseased leaf, stem, fruit. 

2. To quantify affected area by disease. 

3. To find shape of affected area. 

4. To determine color of affected area. 

5. To determine size & shape of fruits. 

Etc. 

 

 
Figure 1: potato leaf affected by late blight 

 

The above potato leaf shows that the plant is suffering from 

disease or the deficiency. Figure 1 shows the potato leaf 

affected by late blight. 

 

 
Figure 2: leaf symptoms of canker on top and bottom leaves 

 

In most of the cases pests or diseases are seen on the leaves 

or stems of the plant. Therefore identification of plants, 

leaves, stems and finding out the pest or diseases, percentage 

of the pest or disease incidence, symptoms of the pest or 

disease attack, plays a key role in successful cultivation of 

crops. It is found that diseases cause heavy crop losses 

amounting to several billion dollars annually. Precise 

quantification of these visually observed diseases, pests, 

traits has not studied yet because of the complexity of visual 

patterns. Hence there has been increasing demand for more 

specific and sophisticated image pattern understanding. Edge 

detection is a fundamental tool in image processing and 

computer vision in the areas of feature detection and feature 

extraction. The main aim of edge detection is to identifying 

points in a digital image of plants at which the image 

brightness changes sharply or more formally. 

 

1.1 Edge Detection 

 

Image edge detection deals with extracting edges in an image 

by identifying pixels where the Intensity variation is high. It 

is a fundamental tool used in most image processing 
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applications to obtain information from the frames as a 

precursor step to feature extraction and object segmentation. 

This process detects outlines of an object and boundaries 

between objects and the background in the image. The edge 

is the set of the pixel, whose surrounding gray is rapidly 

changing. The internal characteristics of the Edge-dividing 

area are the same, while different areas have different 

characteristics. The edge is the basic characteristics of the 

image. There is a lot of information of the image in the edge. 

Edge detection is to extract the characteristics of discrete 

parts by the difference in the image characteristics of the 

object, and then to determine the image area according to the 

closed edge. 

 

1.2Edges in Color Images 

 

Edges in gray-level images can be thought of as pixel 

locations of abrupt gray-level change. A change in the image 

function can be described by a gradient that points in the 

direction of the largest growth of the image function. 

Therefore, one edge detection technique is to measure the 

gradient vector magnitude at pixel locations. This method 

works best when the gray-level transition is quite abrupt, like 

a step function. As the transition region gets wider, it is more 

advantageous to apply second-order derivatives like the 

Laplacian. The potential edge pixel locations can then be 

described by zero-crossings in the results. While edge 

detection in gray-level images is a well-established area, 

edge detection in color images has not received the same 

attention. The fundamental difference between color images 

and gray-level images is that, in a color image, a color 

vector(which generally consists of three components) is 

assigned to a pixel, while a scalar gray-level is assigned to a 

pixel of a gray-level image. Thus, in color image processing, 

vector-valued image functions are treated instead of scalar 

image functions (as in gray-level image processing). The 

techniques used for this can be subdivided on the basis of 

their principle procedures into two classes: 

 

 Monochromatic-based techniques treat information from 

the individual color channels or color vector components 

first separately and then combine together the individual 

results gained. 

 Vector-valued techniques treat the color information as 

color vectors in a vector space provided with a vector 

norm. 

 

Up to now, most of the color edge detection methods are 

monochromatic-based techniques, which produce, in general, 

better than when traditional gray-value techniques are 

applied. In this overview, we focus mainly on vector-valued 

techniques because it is easy to understand how to apply 

common edge detection schemes to every image. 

 

2. Approaches of edge detection 
 

There are many methods for edge detection, but most of 

them can be grouped into two categories, search-based and 

zero-crossing based. The search-based methods detect edges 

by first computing a measure of edge strength, usually a 

first-order derivative expression such as the gradient 

magnitude, and then searching for local directional maxima 

of the gradient magnitude using a computed estimate of the 

local orientation of the edge, usually the gradient direction. 

The zero-crossing based methods search for zero crossings in 

a second-order derivative expression computed from the 

image in order to find edges, usually the zero-crossings of 

the Laplacian or the zero crossings of a non-linear 

differential expression. As a pre-processing step to edge 

detection, a smoothing stage, typically Gaussian smoothing, 

is almost always applied. 

 

2.1 Edge Detection Based on Gradient Operator 

 

The edge is the place where image gray value is changing 

rapidly, so the method based on the Derivation of the 

gradient operator is most widely used. The classical gradient 

operators are Sobel operator [1], Prewitt operator [2], 

Roberts’s operator, Laplacian operator. 

 
2.2 Edge Detection Based on the Optimum Operator 
 

The gradient of the image edge is the maximum value, that 

is, the inflection point of the gray image is the edge. From 

the mathematical point of view, inflection point of the 

second derivative of the function is 0. Detecting this point, 

whose second derivative is 0 is a way of edge detection, for 

example, Marr-Hildreth operator [3], Canny operator[4,5]. 

 

2.3Multi Scale Edge Detection 

 

Wavelet transform is particularly suitable for signal mutation 

detection and edge detection. Rosenfeld [6] suggested a 

combined consideration on the edge detected by multiple 

dimensions operator, by applying multiple scales of the 

different operators, and put forward some combination rules. 

2.4 Edge Detection Based on Ant Colony Optimization 
 

(ACO) is a nature-inspired optimization algorithm [1], [2], 

motivated by the natural phenomenon that ants deposit 

pheromone on the ground in order to mark some favorable 

path. 

 

2.5 Some Other Methods 
 

The adaptive smooth filter method the iterative computation 

of the smoothing filtering sharpens the signal edge. And then 

to detect the edge can get a high positioning accuracy. There 

are also methods based on integral transform and based on 

tensor. There are many different methods which gives the 

edge detection mechanism. Out of which one technique is 

known as vector valued technique which gives in next 

segment as follows. 

 

3. Vector-valued techniques 
 

In some early publications on color edge detection, vector-

valued techniques were suggested that replaced gray-level 

differences of adjacent pixels in some way by vector 

differences [17], [24]. Huntsberger and Descalzi [11] used 

fuzzy membership values, while Pietikainen and Harwood 

[17] used histograms of vector differences. Yang and Tsai 

[30] and Tao and Huang [25] used vector projections, but the 

first projected colors into grayscale, while the latter projected 

vector differences onto segments connecting color clusters. 
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However, these simple difference operators do not represent 

the state of the art in edge detection in either gray level 

image processing or in color image processing. 

 
Figure 3: Results of edge detection applied to the color 

image Lena. (a) Original color image. (b) Gray-level 

representation. (c) Results for a color variant of the Canny 

operator. (d) Results of the gray-level algorithm of the Canny 

operator 

 

4. Cumani Operator 
 

For edge detection in color or multispectral images, Cumani 

suggests the extension of procedures based on the second 

partial derivatives of the image functions [4]. A three-

channel color image C is regarded as a two-dimensional (2-

D) vector field 

 

C(x, y) = (C1(x, y), C2(x, y), C3(x, y))                (1)  

 

With the three components C1(x, y), C2(x, y), and C3(x, y) 

in the RGB space, these vector components correspond to the 

components R(x, y), G(x, y), and B(x, y) for the RGB color 

channels (or the long, middle, and short wave spectral 

transmission, respectively). The notation Ci(x, y) is given at 

this point, on the one hand, for a compact representation. On 

the other hand, it should be made clear that this technique is 

applicable, in general, for n-channel color images. In this 

connection, it is always assumed that a Euclidian metric 

exists for the n-dimensional vector space. Therefore, this 

technique cannot be easily used for edge detection in the 

HSI, CIELUV, or CIELAB space. The squared local contrast 

S(p; n) at p = (x, y) is defined [4] as a quadratic norm of the 

directional derivatives of the image function C toward the 

unit vector n = (n1, n2) by 

 

S(p;n)=Kn1
2
+2Fn1n2+Hn2

2                                 
(2)  

 

The abbreviations are defined as 
 

K = .3
𝑖=0

𝛿𝐶𝑖

𝛿𝑥
.
𝛿𝐶𝑖
𝛿𝑥

 

F = .3
𝑖=0

𝛿𝐶𝑖

𝛿𝑥
.𝛿𝐶𝑖
𝛿𝑦

 

H= .3
𝑖=0

𝛿𝐶𝑖

𝛿𝑦
.
𝛿𝐶𝑖
𝛿𝑦

                                    (3) 

The eigen values of the matrix 

 

A= 
𝐾 𝐹
𝐹 𝐻

                                          (4) 

 

Coincide with the extreme values of S (p;n) and are obtained 

if n is the corresponding eigenvector. The extreme values λ± 

and the corresponding eigenvectors are given by 

 

λ± =
𝐾 + 𝐻

2
±  

 𝐾+𝐻 2

4
+ 𝐹2 AND 

 

n±=(cos(θ±),sin(θ±)),                       (5)  

 

With θˍ = θ+ +(π/2) and 

 

θ+ =

 
 
 

 
 

𝜋

4
𝐼𝐹 𝐾 − 𝐻 = 0,𝐹 > 0

−𝜋

4
𝐼𝑓 𝐾 − 𝐻 = 0,𝐹 < 0

1

2
tan−1  

2𝐹

𝐾−𝐻
 , 𝐼𝐹𝐾 = 𝐹 = 𝐻 = 0

  

 Undefined, if K = F = H = 0, and 

. 

In the one-channel case, λ± corresponds to the gradient, and 

n± and θ± give the direction of the strongest and the weakest 

magnitude. The two latter terms thus correspond to the 

gradient direction. Since only the direction of the steepest 

magnitude is of importance for the extraction of edge points, 

λ-, n-, and θ- are not further addressed. The squared local 

contrast of the vector-valued image function C, dependent on 

location and direction, is defined by S(p; n+). The maximum 

squared local contrast λ+ was clearly defined as a maximum 

of S(p; n+) over the possible directions n+, while the direction 

of the maximum magnitude is clearly determined only up to 

the orientation. Edge points, i.e., discontinuities of the image 

function that are characterized by a particularly high 

contrast, are sought. The maxima of λ+ are calculated by 

deriving the function λ+(p), which is represented as a 

function of the location. Subsequently, the zeros of the 

derivative, which represent the maxima, are to be 

determined. In order to find the zeros of λ+(p) defined in (5), 

the derivatives of this function can also be formed in 

direction n+. 

 

∇λ+·n+=∇S(p;n+)·n+.                              (6) 

 

Therefore, the derivative of λ+ is defined by  

DS(p; n) with 

DS(p; n)= ∇λ+  

n+ = Kxn1
3
+ (Ky + 2Fx)n1

2
n2+ (Hx+2Fy)n1n2

2
+Hyn2        (7)  

  

Where the indices x and y denote the corresponding 

derivatives to x and y, respectively, and the index + in the 

components of n+ are omitted for simplification. In the one-

channel case, λ± corresponds to the absolute value of the 

gradient.DS(p; n+), as the derivative of λ± to n+, corresponds 

in the one-channel case to the derivative of the absolute 

value of the gradient in the gradient direction. Altogether 

DS(p; n+) is a form that is based on the second directional 

derivatives of the image function. The edge points, which 

were defined as the maximum points of the first derivative of 

the image function, are represented in DS(p; n+) by zeros (or 

zero-crossings in the digital grid). For the detection of these 

zero-crossings (with regard to, for example, a four- or eight-

neighborhood), neighboring function values with different 

signs must be sought. The sign of DS(p; n+) is, until now, not 

uniquely defined. The definition of n+ of the eigenvector of a 

matrix results in the fact that it is not certain whether n+ or 

(−n+) is the sought-after vector. Since n+ cubically rises in 

DS(p; n+), DS(p; n+) is directly dependent on the sign of n+. 

For the solution of this problem, Cumani [4] recommends an 

investigation into the sub pixel domain using a bilinear 

interpolation. Alshatti and Lambert [1] propose a 

modification of Cumani’s technique. Since λ+ is an eigen 

value of the matrix A, the associated eigenvector n+ can be 
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directly determined. Thereby the complex approximation in 

the sub pixel domain, as suggested by Cumani, is avoided. 

The computationally costly calculations of the partial 

derivatives of K, F, and H to x and y can be accomplished 

more efficiently if these derivatives are determined directly, 

without first calculating and storing K, F, and H 

[14].However, it must still be specified how the partial 

derivatives of the image functions are to be determined. 

Alshatti and Lambert [1] and Cumani [4] applied several 3 × 

3 convolution masks for this. From [15] it is well known that 

the use of convolution masks of a fixed size of 3 × 3 pixels is 

not suitable for the complex problem of determining 

discontinuities in image functions. Therefore, for the 

determination of the partial derivatives, masks that are based 

on the 2-D Gaussian function and their partial derivatives are 

suggested here. These masks are called “Gaussian masks” 

and can be parameterized by the standard deviation σ . The 

size of the Gaussian masks can be specified by those 

function values that are, e.g., larger than 0.1% of the 

maximum function value of the Gaussian function for a 

standard deviation σ . Thus, the choice of a standard 

deviation of, e.g., σ = 0.5 corresponds to a mask of size 3 × 3 

pixels. Large Gaussian masks can be effectively 

approximated by cascaded block filters with very high 

efficiency (a few operations per pixel). Note that the Cumani 

operator can be parameterized over the standard deviation σ 

if Gaussian masks are included in the calculations of the 

partial derivatives. Therefore, an application of this operator 

is also possible in different resolutions [14]. The use of 

Gaussian masks is, however, not entirely necessary here for 

the scalability of the operator. Other functions, such as 

Gabor functions, can be used as well. 

 

5. Proposed Work 
 

Image processing has been under focus since long, lot of 

study and work has been done in this field, a variety of 

techniques and algorithms have emerged in the process. A 

large number of powerful and effective techniques exist for 

edge detection in digital images. But sometimes our image in 

not clear, it’s blurred. All edge detection algorithms are not 

able to process such blurred images. For such images De-

blurring Edge Detection algorithms come into picture. 

Proposed work: Various techniques for edge detection in 

color images were presented previously. The following will 

cover how significant the differences are in the results when 

differing techniques for edge detection are applied. A 

discussion of several criteria for the evaluation of edge 

operators (in gray-level images) can be found in [21]. The 

topic of edge detection in color images is, however, not 

covered there. The results of an investigation [12] of 

different color variants of the Canny operator have already 

been described. Here, resulting images for the vector-valued 

variants of the Canny operator are presented. The results for 

a selected color test image obtained with the Cumani 

operator, including Gaussian masks, are compared directly to 

these results. In addition, a result image with a 

monochromatic technique is visualized. For a 

monochromatic-based technique, the classic Mexican hat 

operator (Log operator) was selected as an example. The 

Mexican hat operator is defined by the negative Laplacian 

derivative of a 2-D Gaussian distribution −∇2
GAUSS(x, y) 

[15]. It holds that 

−∇2
GAUSS(x, y) =

x2+y2-2σ2

2σ6Π
exp −

𝑥²+𝑦²

2𝜎²
                  (8)  

 

The operator can be parameterized with the standard 

deviation σ. The size of the convolution masks was fixed by 

those function values that are greater than 0.1% of the 

maximum function value of the Gaussian function for a 

standard deviation σ. The convolution mask designed for a 

selected σ is applied to all three spectral transmissions of the 

color image. A pixel in a color image is declared as part of a 

color edge if a zero-crossing was detected in at least one of 

the resulting images achieved in this manner. In Figure 3, 

some results of color edge detection for a selected color 

image “block” are represented. The results can be interpreted 

as follows. Many pixels in the image background are 

determined as edge points by applying the monochromatic-

based color variant of the Mexican hat operator [see Figure 

3(d)]. In addition, many gaps develop at the same time in the 

detected edges. The results of the Mexican hat operator can 

be improved by defining a larger standard deviation. In 

Figure 3, the result for the standard deviation σ = 1.0 was 

selected in order to show such a comparison to the Cumani 

operator, which was parameterized over the same value for 

the standard deviation. Better results are achieved with the 

Cumani operator [see Figure 3(c) and (e)]. Here, the quality 

of the results is continually improved if Gaussian masks with 

a greater standard deviation are used instead of a 3 × 3 

convolution mask w σ=0.5. 

 

5.1 Classification of Edges 

 

In addition to quantitative and qualitative advantages of color 

edge detection, color information allows for physical 

classification of the edges. The main goal of the following is 

to give a general overview on various edge classification 

techniques and to familiarize the reader with the dichromatic 

reflections model that is commonly applied in physics-based 

color image processing. Edges in images can have 

completely different causes due to the geometrical and 

photometric conditions within a scene. Different types of 

edges are outlined in Figure 4. Edges can be distinguished 

into the following five classes: 

 

 Object edges, or orientation edges, arise from a 

discontinuity of the vector normal of a continuous surface. 

 Reflectance edges arise from a discontinuity of the 

reflectance of object surfaces, for example, by a change of 

surface material. 

 Illumination edges, or shadow edges, arise from a 

discontinuity of the intensity of the incident lighting. 

Specular edges, or highlight edges, arise from a special 

orientation between the light source, the object surface, 

and the observer and are due to material properties 

 Occlusion edges are boundaries between an object and the 

background as seen by the observer. Occlusion edges do 

not represent a physical discontinuity in the scène. They 

exist due to a special viewing position. In many areas of 

digital image processing, a classification of edges is 

necessary and/or advantageous. For example, only 

orientation edges, reflectance edges, and illumination 

edges should be matched in stereo vision. Specular edges 

and occlusion edges should not be matched because their 

occurrence in the image depends on the viewing position 
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of both cameras, and they do not represent the identical 

physical locus in the scene. Illumination edges should not 

be matched if motion analysis is applied. The classification 

of edges by their physical origin is difficult or even 

impossible in gray-level images. 

 

6. Result and Discussion 
 

A comparison of the results, which the Cumani operator 

supplies for the color image “block” [see Figure 3(e)] and for 

the corresponding gray-level image [see Figure 3(f)], is 

interesting. It is to be noted that several edges that had not 

been determined in the gray-level image were detected in the 

color image. Further investigations have shown that edge 

detection in color images is more robust in relation to noise 

than appropriate edge detection in the associated gray-level 

image. This applies especially to low contrasted images. 

From the results obtained with the Canny operator, it can 

also be recognized that some edges could be detected in the 

color image [see Figure 3(g)] that were not determined in the 

gray-level image [see Figure 3(h)]. This statement applies 

likewise to the color image Lena, for which a gray-level 

representation and the results obtained with the Canny 

operator were indicated in Figure 1. With a comparison of 

the results for the Cumani operator indicated in Figure 3 and 

the Canny operator for the color image “block,” one 

recognizes that more edges were detected with the Cumani 

operator than with the Canny operator. This statement cannot 

be generalized, however, and applies only to the results 

represented in Figure 3. The inclusion of the results that can 

be obtained with vector-valued ranking operators, as they 

were described previously, remains the subject of future 

work. It can be said that the results that are determined in 

color images are at least as good as or better than the results 

that are determined in gray-level images. A part from a 

qualitative evaluation of the results of color edge detection, a 

quantitative evaluation is also of interest. As a function of 

the processed image, about 90% of all detected edges are 

identical in the color image and intensity image [12]. Also of 

concern during the detection of edges in color images is the 

detection of the remaining 10% of the edges. It depends on 

the respective application whether the expenditure is justified 

for the detection of this additional 10%. In an edge-based 

stereo analysis, only those edges can be assigned that were 

also detected in both images. A missing edge that was not 

detected can lead to a complete misinterpretation within 

shape reconstruction. Furthermore, the non-detection of an 

edge also has a deciding influence on the result of an edge-

based segmentation process. In the following, it is not our 

concern to decide whether the additional edges are needed or 

not. Rather, vector-valued techniques were introduced that 

make it possible to at least partly detect the remaining edges. 

In the following, it is shown that color information can be 

used, under certain conditions, for edge detection. 

 

 
Figure 4: (a) Color image “block” and (b) its gray-level 

 

representation. (c) Edge detection results for the Cumani 

operator with σ = 0.5, (d) the Mexican hat operator with σ = 

1.0,and (e) the Cumani operator with σ = 1.0. (f) Results for 

the graylevel image of “block” for the Cumani operator with 

σ = 1.0, (g) the color Canny operator, and (h) the gray-value 

Canny operator. [Parts (g) and (h) used with permission from 

John Owens,Stanford University.] 
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