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Abstract: This paper aims to investigate performance analysis and enhancements for the adaptive algorithms in speech enhancement 

and develop refined algorithms. The speech signal may get corrupted due to different types of noise. Hence, it becomes a challenge to 

maintain its high quality [2]. Noise Cancellation is a technique used for reducing undesired noise signal. Communication has become 

an integral part of our life. Main challenge in speech enhancement is performance analysis of algorithm in non-stationary 

environment Analysis of Time-Varying Least Mean Square Algorithm and Modified Time-Varying LMS algorithms and comparison on 

the basis of various performance indices like MSE, SNR. Objective of Implementing and analyzing the adaptive filter algorithms is to 

improve convergence behavior, reduce computational requirements and decrease steady state mean square error. The experimental 

results reveal that the modified TVLMS algorithm outperforms the existing TVLMS algorithm. 
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1. Introduction 
 

Noise Cancellation is a technique used for reducing 

undesired noise signal. Communication has become an 

integral part of our life. Improvements in Network 

bandwidth, computing speed, digital storage capacities, and 

techniques of noise reductions are changing our lives. In 

recent years, with the development of data communication in 

Internet and Wireless networks, more and more information 

is frequently transmitted as digital forms including text, 

image, audio, video and other media. Adaptive filters finds 

variety of applications in communication which includes 

noise control, echo cancellation and online machine learning. 

Adaptive filters are suitable for the systems in which the 

statistical characteristics of the signals to be filtered are either 

unknown prior or time variant (non-stationary signal) [3]. 

Adaptive filters attract great attention because of robustness 

against noise and low computational complexities. Adaptive 

filters have received considerable importance over last two 

decades. Many adaptive filtering algorithms have been 

proposed by the researchers. There is a need for application 

specific adaptive filter algorithms. Speech enhancement is 

the area which deals with the improvement of quality and 

intelligibility of voice [4]. Speech enhancement finds the 

application in mobile phones, car communication, 

Teleconferencing, hearing aids, voice coders and Automatic 

speech recognition system  

 

2. Literature Review 
 

Set An early work on speech enhancement is done by widrow 

using LMS algorithm. A study of LMS was done, assuming a 

decreasing value of μ, convergence in probability of the LMS 

algorithm was already proved in the context of stochastic 

approximation.  

 

Further work in the engineering field was done by Sinha and 

Griscik, followed by Ljung and Eweda and Macchi [7]. The 

assumption of a decreasing μ (convergence factor) cannot be 

applied to most applications, since it is desirable for the 

algorithm to continuously adapt. The earliest work assuming 

a constant μ was done by Widrow, Lucky and Gersho [10, 

17, 18, 19 20] with the use of the independence assumptions; 

the work of Widrow et al [22] provided many useful results 

and rules of thumb that are still used today in spite of the 

independence assumption used; however, later on a precise 

study was developed in which was possible by assuming 

Gaussian regresses. Early attempts to get rid of the 

independence assumptions for the analysis of LMS were 

done by Daniel [6], obtaining a bound on the mean square 

deviation assuming ergodicity of second moments, bounded 

conditional fourth moments, and asymptotic independence of 

kx
; those conditions however, could not be applied to 

Gaussian inputs. Davisson relaxed those conditions to obtain 

bounds on the steady state MSD assuming it converged to a 

steady-state value; convergence however, was not 

demonstrated.  

 

During the late 90’s, recent results on the exponential 

stability of random linear equations were used by Guo et al in 

an attempt to provide necessary and sufficient conditions for 

the stability of LMS [10]; their analysis included possibly 

unbounded, non stationary, and non phase mixing signals, 

obtaining results that could be applied to a very large class of 

signals, including those generated from a Gaussian process 

via a time-varying linear filter.  

 

The work of Dabeer and Masry is the most general to date on 

the analysis of the LMS algorithm under stationary 

conditions. For completeness, we mention other studies that 

have been done on the properties of LMS for particular 

applications; for example, to implement filter [9][10], for 
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adaptive noise canceling, with a tapped delay line with only 

two weights [9][12], for sinusoidal signals with inputs from 

cyclo-stationary processes [11] or cyclic sequences, for 

estimating a wide sense stationary channel [10], and for a 

tapped-delay with independent identically distributed inputs 

and large step-size [11][12]. 

 

3. Problem Definition  
 

Efficient speech enhancement systems are required in 

applications like voice recognition system, voice 

communication products and mobile communication systems. 

Environment noise significantly degrades the performance of 

speech based applications. Therefore it is important to 

incorporate a speech enhancement system as a preprocessing 

step in these systems. Development of adaptive filter based 

algorithm and its application for speech enhancement is the 

focus of research in recent times. The adaptive filter based 

algorithms is a challenging and complex research area. After 

analyzing the existing adaptive filer algorithms, there is a 

need of refinement of the existing algorithms, with the 

following requirement 

 

1) The adaptive filter algorithm based speech enhancement 

system should provide improvement in convergence 

behavior which leads to improvement in the speed of 

operation. 

2) The System should reduce the noise present in the speech 

signal by improving the SNR. 

3) The developed adaptive filter algorithm based speech 

enhancement system should reduce the Mean Square Error 

(MSE). 

 

The noise reduction problem considered in this paper is on 

recovering the desired speech signal (clean speech) 
][ns

,  

 
Figure 1.2: Problem Formulations 

  

][][][ nvnsnz   (1.1) 

where ][ns represents speech model,
][nv
represents the 

noise,
][nz
 represents the observed distorted signal,

][

^

ns
 

represents the enhanced, or estimated speech signal, n  is the 

discrete time index of zero mean from the noisy 

observations(microphone signal) 

 

3.1 Adaptive Filter 

 

Adaptive filters self learn. As the signal into the filter 

continues, the adaptive filter coefficients adjust themselves to 

achieve the desired result, such as identifying an unknown 

filter or canceling noise in the input signal. Figure 3.1 shows 

block diagram that defines the Inputs and Output of a 

Generic RLS Adaptive Filter 

  

Figure 3.1 Inputs and Output of a Generic RLS Adaptive 

Filter  

 

The next figure provides the general adaptive filter setup 

with inputs and outputs. Figure 3,2 shows block diagram 

defining General Adaptive Filter Algorithm Inputs and 

Outputs 

 
Figure 3.2: General Adaptive Filter Algorithm Inputs and 

Outputs  

 

An adaptive filter designs itself based on the characteristics 

of the input signal to the filter and a signal that represents the 

desired behavior of the filter on its input. Designing the filter 

does not require any other frequency response information or 

specification. To define the self-learning process the filter 

uses, The selection of the adaptive algorithm used to reduce 

the error between the output signal y(k) and the desired 

signal d(k) is done. 

 

When the LMS performance criterion for e(k) has achieved 

its minimum value through the iterations of the adapting 

algorithm, the adaptive filter has finished its work and its 

coefficients have converged to a solution. Now the output 

from the adaptive filter matches closely the desired signal 

d(k). When there is a change in the input data characteristics, 

sometimes called the filter environment, the filter adapts to 

the new environment by generating a new set of coefficients 

for the new data. Notice that when e(k) goes to zero and 

remains there you achieve perfect adaptation, the ideal result 

but not likely in the real world.  

 

3.2 Time Varying LMS (TVLMS) Algorithm 

 

The basic idea of TVLMS algorithm is to utilize the fact that 

the LMS algorithm need a large convergence parameter value 

to speed up the convergence of the filter coefficient to their 

optimal values, the convergence parameter should be small 

for better accuracy. In other words, the convergence 

parameter is set to a large value in the initial state in order to 

speed up the algorithm convergence. As time passes, the 

parameter will be adjusted to a small value so that the 

adaptive filter will have a smaller mean squared error. 

 

In all the algorithms discussed above, the convergence factor 

is kept constant. In this case convergence factor is varied and 

hence referred to as TVLMS i.e. time varying LMS 

algorithm. For that purpose one new variable is defined and 

is called as alpha n. So the value of n can be varied and hence 

value of TVLMS is also varied. The algorithm for TVLMS is 

given by following equations, 

)()()1()( nxnenwnw  
 (1.1)  

Where, 


0
 n  
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Where C, a and b are constants. 

NOIZEUS 

AURORA 

database

Get the value of x (n) and d(n)

Initialization of the tap-weight vector w (n)

 Compute the error 

      

Updating the coefficient 

Start

End

Fig. 3.9 Flow diagram for RLS algorithm

 

B ^

+÷ e× × × +

a

n

b

 a n
b

1

C

αn

µ0

µn

e (n)

y (n)

Z-1

w(n+1)

Fig. 3.10 Schematic Flow diagram for TVLMS algorithm
 

A novel approach for the least-mean-square (LMS) 

estimation algorithm is proposed. The approach utilizes the 

conventional LMS algorithm with a time-varying 

convergence parameter µn rather than a fixed convergence 

parameter µ. It is shown that the proposed time-varying LMS 

algorithm (TVLMS) provides reduced mean-squared error 

and also leads to a faster convergence as compared to the 

conventional fixed parameter LMS algorithm.  

 

These algorithms have been tested for noise reduction and 

estimation in single-tone sinusoids and nonlinear narrow-

band FM signals corrupted by additive white Gaussian noise. 

The study shows that the TV-LMS algorithm has a 

computation time close to conventional LMS algorithm with 

the advantages of faster convergence time and reduced mean-

squared error 

 

3.3 Modified TVLMS Algorithm 

 

The algorithm for Modified TVLMS is given by following 

equations, 

)()()1()( nxnenwnw  
 (1.2)  

Where, 


0
 n  

C
n
baFsFact

fs

n
)

.

1
(

1




 

fsC
2


 

fs
a

1


 

fs
b

1


 
Where fs is sampling frequency of input signal, and FsFact is 

constant. 

 

3.4 Experimental Conditions 

 

The speech signal with different combinations of noise signal 

is used for experimentation. The NOIZEUS AURORA 

database has used. For the implementation and analysis of 

algorithms, different speech signal data corrupted with three 

level 0dB, 5dB and 10dB of noise is considered and 

experimentations are carried out. These signals are collected 

from NOIZEUS database. The speech signal that we use was 

sp07 “We find joy in the simplest thing.” Different noise 

signals include Airport noise, Babble noise, Car Noise, 

Exhibition Noise, Restaurant Noise, Station Noise, Street 

Noise and Train Noise with 0dB, 5dB and 10dB values.  

 

4. Results 
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Table 1: Performance comparison TVLMS & M-TVLMS 

for different noise level for SNR 

SNR 0dB 5dB 10dB 

TVLMS 10.5812 8.5311 7.4149 

Modified TVLMS 14.1355 8.9532 12.9926 

 

Table 2: Performance comparison TVLMS & M-TVLMS 

for different noise level for MSE 

MSE 0dB 5dB 10dB 

TVLMS 0.0002322 0.0002209 0.000217 

Modified TVLMS 0.0001096 0.0002034 7.25E-05 

 

Table 3: Performance comparison TVLMS & M-TVLMS 

for different noise level for Execution Time 

Execution Time 0dB 5dB 10dB 

TVLMS 0.33124 0.32018 0.32168 

Modified TVLMS 0.3416 0.32845 0.3287 

 

 
 

 
 

 
 

5. Conclusions 
 

Experimental results reveal that the Modified TVLMS 

provides a better SNR as compared to existing TVLMS 

algorithm when the speech is corrupted by airport noise. The 

test is performed at 0dB, 5dB and 10dB airport noise. The 

experimentation and validation are carried out for Mean 

Square Error (MSE) is very less in case of Modified TVLMS 

as compared with existing TVLMS for low noisy data, 

medium noisy and highly noisy data. The performance 

parameter called as execution time is also compared and the 

experimentation confirms the modified TVLMS algorithm 

converges fast. The experimentation and validation is carried 

out for modified TVLMS and is compared with existing 

methods and it is observed that modified method performs 

better as compared to existing methods. 

 

References 
 

[1] Jie, Yang, and Wang Zhenli. "On the application of 

variable-step adaptive noise cancelling for improving the 

robustness of speech recognition." In Computing, 

Communication, Control, and Management, 2009. 

CCCM 2009. ISECS International Colloquium on, vol. 

2, pp. 419-422. IEEE, 2009. 

[2] Pandey, Alkon, L. D. Malviya, and Vineet Sharma. 

"Comparative study of LMS and NLMS algorithms in 

adaptive equalizer." International Journal of Engineering 

Research and Applications (IJERA) 2, no. 3 (2012): 

1584-1587. 

[3] Douglas, Scott C., and Weimin Pan. "Exact expectation 

analysis of the LMS adaptive filter." Signal Processing, 

IEEE Transactions on 43, no. 12 (1995): 2863-2871. 

[4] Chu, Hyung Suk, and Chong Koo An. "Design of the 

adaptive noise canceler using neural network with 

backpropagation algorithm." In Science and Technology, 

1999. KORUS'99. Proceedings. The Third Russian-

Korean International Symposium on, vol. 2, pp. 762-

764. IEEE, 1999. 

[5] Yi Hu, Philipos C. Loizou,” Subjective comparison and 

evaluation of speech enhancement algorithms”, Speech 

Communication ELSEVIER Journal,SPCOM Science 

Direct,pp-588 – 601, 2006  

[6] Caraiscos, Liu, “A round of error analysis of LMS 

Adaptive algorithm” , IEEE transaction on Acoustics 

Speech & Signal Processing, January 2000 . 

[7] Gardner W. “Learning characteristics of scholastic 

gradient descent algorithms : A general study analysis & 

critique ”, IEEE Signal Processing Volume 6, PP 113-

133, April 2010  

[8] Kailath, “Lectures on Wiener and Kalman filtering”, 

Springer link 2001, New York [8] Scott C. Douglas, 

ZEEE and Weimin Pan” Exact Expectation Analysis of 

the LMS Adaptive Filter’. IEEE Transactions on Signal 

Processing, vol. 43, no. 12, Dec 2001.  

[9] Christian Feldbauer, Franz Pernkopf, and Erhard Rank 

Signal Processing and Speech Communication 

Laboratory Tutorial on Adaptive Filters. 

http://www.dsprelated.com  

[10] F. Yang, M. Wu, P. Ji, and J. Yang, “An Improved 

Multiband-Structured Subband Adaptive Filter 

Algorithm,” vol. 19, no. 10, pp. 647–650, 2012. 

[11] S.C. Douglas. “Exact Expectation Analysis without the 

independence assumption of the LMS Adaptive Filter” 

Paper ID: SUB153032 767



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2013): 4.438 

Volume 4 Issue 4, April 2015 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

IEEE Transactions on Signal Processing, vol. 43, no. 12, 

Dec 2000. 

[12] S. Sami and P. Padmaja, “Speech Enhancement Using 

Fast Adaptive Kalman Filtering Algorithm Along With 

Weighting Filter,” vol. 2, no. 5, pp. 387–390, 2013. 

[13] B. Ravi and T. K. Kumar, “S PEECH E 

NHANCEMENT USING K ERNEL AND N 

ORMALIZED K ERNEL A FFINE P ROJECTION,” 

vol. 4, no. 4, pp. 129–138, 2013.  

[14]  B. Widrow & S.D. Stearns, Adaptive Signal Processing, 

(Fourth edition Cliff, Prentice Hall, 2009).  

[15]  S. Haykin, Adaptive Filter Theory, (Pearson Education, 

20011). 

[16]  B. Farhang Boroujeny, Adaptive Filters : Theory & 

Applications, (Wiley Publications, 2006).  

 

Author Profile 
 

Mrs. M. R. Bachute is research scholar of G. H. 

Raisoni College of Engineering, Nagpur, Maharashtra, 

India. She is completed her ME (Digital Electronics) 

from College of Engineering, Badnera, Amravati 

Maharashtra. Currently she pursuing her PhD from 

RTM University Nagpur, Maharashtra and working as a Assistant 

Professor at G. H. Raisoni Institute of Engineering and Technology, 

Pune, Maharashtra. She has teaching experience of 13 years. She 

has guided UG and PG students for the projects. Her area of 

working is Digital Signal Processing and Adaptive signal 

processing. She has attended national & International workshops 

and conferences. Mrs. M. R. Bachute is life member of ISTE, IE 

(India) and member of IEEE 

 

Dr. R. D. Kharadkar is a Professor in Electronics and 

Communication Engineering at University of Pune, 

Pune Maharashtra. He completed his ME Electronics in 

1992 and PhD in 2003 from Shivaji University, 

Kolhapur, Maharashtra. His field of working is in Digital Signal 

Processing and Networking. He is Principal at G. H. Raisoni 

Institute of Engineering and Technoloy, Pune, Maharashtra. He has 

wide experience of 30 years of teaching in Shivaji University 

Kolhapur, Maharashtra and in University of Pune, Pune 

Maharashtra. He has also worked with Tata Moters, Pune, 

Maharashtra. He has published many papers in International and 

National journals and conferences. He is guiding the ME and PhD 

students. He chaired 05 national conferences. Dr. R. D. Kharadkar 

is currently working as a member of Board of Studies and Faculty 

of Technology at Univerity of Pune, Maharashtra. He is a life 

member of ISTE, IETE, IoE,ISIO and senior member of IEEE.  

Paper ID: SUB153032 768




