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Abstract: Mobile Cloud Computing is an emerging technology that provides more facilities including scalability and integrity in
resource sharing. Despite of all the types in surrounding the cloud, enterprise customers are still reluctant to deploy their business in the
cloud. Cloud users also evaluate performance for decision making purposes. In this paper, we provide an overall perspective on mobile
cloud evaluation and execution time of each process. The bandwidth is calculated based on the execution time while shifting from one
gateway to another. Data cost should be optimally calculated. Workflow scheduling is the major key component in workflow
management. The performance characteristics and cost models of clouds and other scientific computing platforms of the cloud have
beencalculatedherdyy using greedy’s algorithm.
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1. Introduction can save our word, power point documents and can edit
them easily when we mneed 1it.

Cloud computing refers to both the applications delivered a8s @ service provided by the Hotmail as a free of cost [13].

services over the internet, the hardware and systems

software in the data centers that provide those services. THethis paper, we describe the proposed model for estimating

services themselves have been referred to as Software a$hg cost of replacing a set of virtual machines with each user

Service (SaaS) and Some vendors use terms such as |dg§8ted from a public cloud such as Amazon EC2. The term

(Infrastructure as a Service) and PaaS (Platform as 4l oad” is used in it disdheassi

Service) to describe their products. In mobile cloudaverage number of executable processes over the period of

computing also, all these terms plays a vital role to enhandéme. In the following experiments, we obtained the load

the add-on features and to upgrade the performance. curves by calculating the average load over time intervals of
every second. Cost should be calculated for every seconds of

Infrastructure- as-a-Service (laaS)- This type of cloud Uusagedatabyinveli ng greedy’s al gorit

computing distributes a full computer infrastructure via the T Coutsenicn provider

internet. Most popular laaS provider like Amazon Web K- _ ‘ r

Services(AWS) offers virtual server instances with unique T )

IP addresses and block of storage on demand. Here \
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cheduling Agen based)
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customers usually us e t he S
program interface to start, stop, access, modify and
configure their virtual servers and storage as needed. In the " Come? ioud
enterprise, cloud computing allocates services to a company

to pay for only as much facility as required, and bring more

flexible tools in online as soon as required.

Momder oo aabrmr chosl bunt massger |

]
Platform-asa-Service (PaaS) - This type of cloud /
computing offers a product development tool or |
environment, that users can access and utilize via online, /
even in collaboration with others and hosted on the
provider's infrastructure. In PaaS, developers create
applications on the service provider's platform over the . .
internet. PaaS service providers may use Application

Programming Interfaces (APIs), gateway software or

website portals installed on the customer's premises. In this
environment, cloud provide platform as a service. Figure 1.1: WorkFIow Schedullng Based Cost Model

Software-as-a-Service (SaaS) - This type of cloud Figl.1 shows that user can use the cloud server on their
computing model offers users, the hardware infrastructurejateway, while they are registering with the bandwidth

the software product and interrelates with the users systefi¢heduling agent. On account of shifting, analysis based on
through a front-end gateway or portal. Here a provide€ost-time factors are estimated using Greedy algorithm.
authorizes an application to clients either as a service oRased on the work load time, scheduler can calculate the
demand in a “"pagsyougo" model or at no-charge by a data cost efficiently for every user.

subscription. For example, a sky drive in Hotmail. There we
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A. Paper Organization 3. Simulation and Performance Analysis
The rest of the paper is organized as follows. In Section II,

we briefly present few relevant related works reported in thg 1 Scheduling
literature. In Section 1ll, we discuss some important

concepts of factors influencing the proposed system mod&cheduling, whether it is located at Gatewayl, Gateway2,
required for understanding the solution. In Section 1V, wegateway3, is a core activity in mobile cloud computing that
theoretically prove the algorithm with different simulationsjmpacts the overall system performance and utilization. Due
and its comparisons with previous works. Finally, wetg the inherent dependencies between computation and data,
conclude the paper in Section V by discussing, how thigcheduling workflow tasks is generally more difficult than

work can be extended in the future. scheduling for embarrassingly-parallel jobs. As stated
before, most cloud scheduling approaches for workflows
2. Related Work aim at single-shot workflow executions and only takes the

account of simple constraints on time and costs. In each
Cloud computing is a rapidly growing area. Cloud scheduled gateway cost can be calculated based on
Computing offers utility-oriented IT services to the usersscheduling for every user. The model proposed, targets data-
worldwide over the internet. Amandeep Verma and Sakshintensive workflows for continuous and incremental
Kausha, says that users submit their workflows along witlprocessing, also enforces constraints over the data
some Quality of Service (Q®Sconstraints like deadline, communicated between tasks, while still fitting the utility
budget, trust, reliability etc. for computation. In their paradlgm Our model implies that data must be shared via
concepx they consider the two constraintS' ] database WhICh achieves better performance,

“@?

n ost ile3.2 Efe

meeting time frame for delivering re and

Alexandru losup & Simo | p (0) provides th
perform an empirical evaluation of the performance of g task, that is dependent on the
commercial cloud computing services including Am i late in the @bject container o, this time
EC2, which is currently the largest commercial cloud enforces t hat
compares through trace-based simulation of the perfor the start time and end time

characteristics and cost models of clouds and other sci for laccessing the cloud. Each and every
computing platforms[12]. seconds of 4 mmg should be calculated for execution of data.

Q i there is a shifting from one
Qi Zhang, Lu Cheng and gr bandwidth to secure the data

resources to meet user's ;
algorithm and protocol for defigition. Assessing task complexity
scheduling [10]. essiig and memory requirements has been

reg

0/! exp?} |th arious works. Regardless of the approach
loannis A. Moschakis & Helen D. ) &a we can determine an estimation on how long
technique to use gang scheduling where a Se h—task will take to complete, with a given capacity
scheduled to execute simultaneously on a set of processoesvarded in the node (i.e., time = task complexity /worker
Usually tasks are scheduled by user requirements. So, takimgpacity). In the general case where the infrastructure is
account of existing model, new scheduling strategies arshared by many users and workflows, the price of executing
proposed to overcome the problems of the performanceach task is calculated depending on the resources required
unpredictability with the help of scheduling techniqueThen it is pondered with the overall system load.
between user and resources [13].

Usually, the cost of executing a workflow for the first time
Ayman g. Fayoumi develop a discrete event simulation tevill be the sum of the cost of executing its tasks.
evaluate the performance with respect to the different loaddditionally, the interval between consecutive executions of
points. The performance metrics were the average waiting given task can be significant, there is no poinpaying
time inside the balance as well as the number of tasks. TiH{eegardless of real money or some form of credits)in
performance study includes evaluating the chance afccording to the common cloud cost model of Virtual
immediate serving or rejecting incoming tasks [11]. Machine(VM) hours of execution, as these may be idle for

the majority of time.

Therefore, we implement a service where task executions
are incurred only for the time of execution, plus a tax of
10% to account for the overhead of reusing resources by
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switching among guest VM instances that execute differentate per second. If data loading time exceeds more than the

tasks, possibly from different workflows. fixed time limit, automatically the user location changes to
gateway?2.

For every time while logging into the cloud, start time can

be calculated for every seconds while using the cloud daf@he data cost reduction time will be high than gatewayl but

instead of user data. Users data can be reduced based onitheeduces the loading time function. Each and every time

gateway fixed rate in which gateway the user logging in. liwhen changing the gateway, it will take 120 kbps to transfer

changing occurs to another gateway, for example, if the usérom one gateway to another gateway, at that time data cost

logging into gatewayl, the data cost reduction will be 0.00Xeduction will happen.
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Fiznre 2.1: TSER COST MODEL

Figure 3.1 shows the|cost modgi, of each usa—&ﬂ-’. Table-4.1:Time Igpctor Analysis
analyzer will calculate|the total fedtction of data c Type”” | | Usage of Data
terms of MB) based an under yateway the useMifas Internet browsing/syrfing 5MB per hour
logged in and how mugh time h 5 n ;

500KB per emai(estimate includeg
attachments & spam)

Content size

environment connected
homogeneous communicatio

that moment. That is, it makes a locally optimal c
the hope that this choice will lead to a globally optimalDs= (et-st)*rate/persec;
solution". Deadline Constrained Based algorithm is used tb
improve the completion time of tasks. The greedy algorithnt
is used with the aim of minimizing the turnaround task of

individual tasks, resulting in an overall improvement ofDéepending upon the content size (Cs) the loading time
completion time. differs in the process. As soon as the user logged in and start

to uploading the file, execution time starts (st). Ending
We compared three different approaches with our algorithrfime(et) of the process also counted which denotes the end
Greedy-time, Greedy-cost, and Random. Greedy-tim@xecution time for every usage of cloud. Accessed start time
selects the worker for each task that offers the minimun@nd end time will be calculated by the cost analyzer. From
processing time at that moment. Similarly, Greedy-costhat user accessing time for every second at particular
selects the worker at each step that offers the minimurgiateway is estimated (rate /sec).
processing cost. And greedy-random selects a random
worker for each task.
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Table 4.2 Gateway Usage Data (cost /sec) [4]
GATEWAY (kbps) Rate /sec
Gateway 1 (1500) 0.001
Gateway 2 (2000) 0.002
Gateway 3 (3000) 0.003 [5]

The table 4.2 describes the gateway speed in kbps. Based on
each gateways rate, data reduction for that corresponding
user may be reduced in case of shifting to another gateway
and also the data cost will be deducted from user on cosfg]
time based analysis.

Table 4.3: Cost-Time Based Comparative Analysis

No.of Gateway Execution Execution Execution Cost in]
Simulations Time cost proposednodel [7]
1 Gl 5.15 1.03 0.0515
2 G2 10.15 2.03 0.203
3 G3 12.45 3.05 1.375

Table 4.3 shows the dlfference between greedy algori

cost factor
algorithm.

5. Conclusion
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