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Abstract- Summarization is the process of decreasing large source document to shorten version of summary which will be easy to 

read. Document summarization is an emerging technique which is used for understanding the main purpose of any kind of 

documents. Summarization can be either single or multi document summarization. If summary is to be generated for single 

document then it is called as single document summarization. If summary is to be created for multiple relevant documents then it is 

called as multi document summarization. An Graph based approach for Multi Document Summarization is a graph based multi 

document summarization technique in which, set of documents is preprocessed, undirected graph will be constructed to calculate 

similarity between sentences, the word class is attached to each sentence, sentences are ranked according to word class and similarity 

of sentences and top ranked sentences are included in the summary. 
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1. Introduction 
 

A summary can be defined as a text that is generated from 

one or more texts, that include a major part of the 

information in the original text(s), and that is no longer than 

half of the original text(s) [6].Text summarization is the 

process of distilling the most important information from a 

source (or sources) to produce a shorter version for a 

particular user (or users) and task (or tasks) [10]. Roughly 

summarization is the process of decreasing a large volume of 

information to a summary or abstract preserving only the 

most essential items.  

 

Due to the rapid growth of the Internet and the emergence of 

low-cost, large-capacity storage devices, we are now 

exposed to a lot of online information in daily life [1]. This 

situation makes it difficult for us to find and gather which 

exact information we need. Automatic text summarization is 

a key technology to solve this difficulty [2], with the 

properly summarized information, we can quickly and easily 

understand what the major points of the original document 

are and find how relevant the original document is to our 

own needs. We need to get right information without having 

gone through the source document [12]. Therefore we need a 

summary of document so that we can get the main purpose 

of the whole document. 

 

2. Proposed Methods of Text Summarization 
 

Graph Based Multi Document Summarization Multi 

Document Summarization is graph based multi document 

summarization algorithm. The Algorithm consists of the 

steps mentioned in Fig.1.The input passed to the system is a 

set of text documents. Firstly, the input set of related 

documents is pre-processed. Classes are attached to each 

sentence of the document and sentence length is calculated. 

The undirected graph will be constructed for each text 

document with sentences as vertices and similarities as 

edges. Thereafter, the sentences are ranked according to 

their absolute class, summed class and salient scores. The 

select top-ranking sentences to form the summary for each 

document and semantic checking are also used to filter out 

redundant information. Next, the single summary of each 

document will be assembled into only one document. 

Finally, the above described process is applied to this 

combined document to form the desire extractive summary. 

 

2.1 Preprocessing  

 

Before attaching a class to a sentence, the input set of related 

documents will be required to preprocess. Initially, the input 

documents are parsed to select all sentences. Those 

sentences, which are too short or almost, contain no 

information [12], then they are eliminated. Here all stop 

words are removed from each document and words are 

converted to their respective root form. Stemming is applied 

to reducing inflected words to their root form. For example, 

“finding” is converted to “find” [23]. In GBMDS, text file of 

stop words is maintained. If a sentence contains stop word 

present in a file then it is removed.  
 

2.2 Class Attachment to the Sentence  

 

Before constructing the graph, class is attached to each 

sentence of the documents. Here the database of word class 

is maintained. The sentences words attach to word class 

using predefined word class [23]. According to the database 

the absolute and summed class is attached to each sentence 

and calculated length of each sentence [7]. Length of each 

sentence is calculated as a number of characters present in a 

sentence. If sentence contains n characters then length of 

that sentence is n.  

 

2.3 Graph Construction 

 

The graph G = (V x E) which represents each sentence 

presenting in the document becomes a node and the edges of 

the graph represent similarity between the sentences. 

  

Where, 

i = i
th

 sentence of the document. 
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Ai = Count indicating the number of times A has occurred in 

i
th

 sentence. 

  
Fig.1: Main Process Graph Based Multi Document 

Summarization 

Ai+1 = Count indicating the number of times A has occurred 

in i+1
th

 sentence. 

Bi = Count indicating the number of times B has occurred in 

i
th

 sentence. 

Bi+1 = Count indicating the number of times B has occurred 

in i+1
th

 sentence. 

Up to 

Zi = Count indicating the number of times Z has occurred in 

i
th

 sentence. 

Zi+1 = Count indicating the number of times Z has occurred 

in i+1
th

 sentence. 

Using this formula to calculate the similarity between the 

sentences, this means calculate the graph value from each 

sentence of source document. 

 

2.4 Sentence Ranking 

 

Once the document graph is constructed, the sentences in a 

source document will be ranked based on the absolute class, 

similarity between sentences and length of sentence [13]. 

The sentence is given high rank if its absolute class is higher 

than the remaining sentences of absolute class. If an absolute 

class between two sentences are given same value then the 

sentence is ranked based on the length of sentences. i.e. The 

sentence which has highest length will be given to next 

higher rank or else on the basis of similarity between 

sentences [12]. 

 

2.5 Summary Generation 

 

In this step, final summary is generated by using selecting 

top ranking of sentence. Here, top rank of each sentence is 

refined according to the summed class. Summed class is 

used for arrangement of summary in proper sequence [10]. 

Simply, high ranking scores with sentences may be selected 

as the final ones in the summary. The sentences score is 

calculated based on relevant value and in-formative value.  

 

3. Experimental Results  
 

The three summarization techniques that we used in our 

comparative result have already been established. 

Summaries produced by Graph based Multi Document 

Summarization approach is compared with these established 

automatic generic multiple-document summarization 

methods: Random, LEAD, MEAD. 

 

RANDOM [12] based technique randomly selects the 

sentences and put them inside summary. It uses threshold as 

a sentence length for selecting sentences for summary. 

Random based technique sets as lower bound. In LEAD [12] 

based technique first or first and last sentence is contained in 

the summary depending upon sentence length. It is best 

suitable for news summarization. This method involves 

selecting the highest score to the first sentence in each 

document, and then select second sentence in each 

document, and so on until desire summary is constructed. 

MEAD [8] is generates a centroid (vector) for all of the lines 

and then selects those lines which are closest to the centroid. 

MEAD [8] is also properly adjusts a sentence’s score based 

on its length, its similarity to already selected sentences for 

the extract and its position in the original document. In 

Graph based Multi document Summarization, first set of 

input documents is pre-processed, class is attached to each 

sentence, similarity between each sentence is calculated, and 

sentences are given a rank according to their class and 

finally summary is generated. GBMDS uses absolute class, 

summed class, sentence length and sentence similarity to 

generate a summary. Summed class is applied to 

arrangement of summary in proper sequence.  

 

Random based summarizer sets the lower bound i.e. it 

randomly selects the sentences whose length is better than a 

threshold. LEAD based summarizer technique selects first 

sentence of each text document, then select second sentence 

of each document, etc. until the final summary constructed. 

So, it is best suitable for news summarization. It sets upper 

bound. Random and LEAD are suitable for specific kind of 

documents. MEAD technique is a commonly used which 

may perform many different summarization tasks. It can also 

summarize individual documents summaries or clusters of 

related documents summaries MEAD [7] is the combination 

of lead-based and random based. It is a two baseline 

summarizer. A random based summary consists of enough 

selected sentences randomly (from the cluster) to generate a 

summary of the desire size. In GBMDS considers database 

of class, sentence length and similarity between sentences to 
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include them into a summary. The class is used for selection 

of sentences to include into summary and to arrange 

sentences in the appropriate order in the summary.  

 

The two summarization methods that we used in 

comparative results have already been established. To 

evaluate Multi Document Summarization is graph based 

approach, it has compared with two summarizers techniques: 

Random and LEAD. 

1. Random Summarizer: A summarization system that 

randomly selects lines with no overlapping till it reaches 

the final length of 40 words [7]. In this technique 

sentences are selects randomly and put them in the 

summary. 

2. LEAD Summarizer: In LEAD based technique selects 

first sentence is containing in the summary depending 

upon sentence length size [7]. LEAD based summarizer 

techniques selects first sentence of each text document, 

then the second sentence of each document, etc. until the 

desired summary constructed. A LEAD [7] 

summarization system that chosen sentences with no 

overlapping till it reaches the final length of 40 words. 

The using the manual evaluation and automatic metric 

ROUGE evaluation to obtained resulting summaries. 

Examples of summaries are given in Table I. 

 

Table 1: Summaries Generated from RANDOM, LEAD 

AND GBMDS 

Random Summary 

Granted most of this can be fixed by jail breaking you 

phone 

Thing that you thought you wouldn’t use. 

No copy paste is not a big deal. 

The internet is great but lack customization gas. 

Still Camera takes nice shots. 

Super cheap with the mobile and the third party apps 

and the zones hack. 

LEAD Summary 

Thing that you thought you wouldn’t use. 

Granted most of this can be fixed by jail breaking you 

phone 

Still Camera takes nice shots. 

The internet is great but lack customization gas. 

Super cheap with the mobile and the third party apps 

and the zones hack. 

No copy paste is not a big deal. 

GBMDS Summary 

Super cheap with the mobile and the third party apps 

and the zones hack. 

Thing that you thought you wouldn’t use. 

The internet is great but lack customization gas. 

My one big gripe is that it lacks customization. 

Granted most of this can be fixed by jail breaking you 

phone 

User friendly touch screen keyboard and a great 

experience. 

No copy paste is not a big deal. 

 

3.1 Manual Evaluation 
 In the manual evaluation method, evaluation to obtained the 

readability of the created summaries. Without showing the 

reference summary of evaluation [1], we asked each people 

to rate of linguistic sentences with a scale range rate from a 

max of 5 (very good) to a min of 1 (very poor).  

1. Grammaticality: sentences grammatically correct without 

artefacts.  

2. Redundancy: The absence of unnecessary repetitions. 

3. Clarity: Will be easy to read. 

4. Coverage: cover of overall the aspects. 

5. Coherence: organized and well-structured. 

 

The each criterion included average score are shown in 

Table II. 

 

Table 2: Manual Evaluations  
 Random LEAD GBMDS 

Grammatically 3.54 3.68 3.71 

Redundancy 2.84 2.90 3.10 

Clarity 2.80 2.97 3.05 

Coverage 2.69 2.33 3.36 

Coherence 2.05 2.60 2.62 

 

 
Graph I: Manual Evaluations Of Three Summarization 

Techniques. 

 

From Table II we have seen that the system contain scores of 

Grammaticality, Redundancy, Clarity, coverage and 

Coherence are close to each other. We observe only gap 

between in the Coverage metric [1]. This metric to describe 

how many aspects and opinions are actually covered in 

desire summary. The scores indicate that GBMDS graph 

based is able to generate summaries with a more efficient 

range of aspect than the other two systems. 

 

3.2 ROUGE Evaluation 
 

The ROUGE [19] is software package for automatically 

evaluate summary. It is technique of evaluation method for 

summarization, which is depending upon on the similar 

sentences between one or more model summaries [1]. Rouge 

is software package which is used for automatically 

evaluating summary and translation in natural language 

processing [20]. It is a set of metrics and metrics compare an 

automatically produced summary against with other 

summary created by human. 

The Run Ids taken into realisation for this evaluation are 

ROUGE-1 (R-1), (R-2), (R-3), (R-4), ROUGE-L (R-L), and 

ROUGE-S (RS) [1]. The matrix id R-1 and R-2 which is 

used for calculate the number of bigrams and unigrams, 

respectively that coincides in the candidate and references 

summaries. R-S indicates the overlapping of skip bigrams 

between reference and candidate summaries [1][20]. 

ROUGE-L stand for Longest Common Subsequence (LCS) 

based statistics. 

 

Table 3: Rouge Evaluations 
Sr. 

No. 

Metric 

(Run ID) 

LEAD RANDOM GBMDS 

F-Score F-Score F-Score 

1 R-1 0.46189 0.53255 0.58142 

0

0.2

0.4

0.6

0.8

R-1 R-2 R-3 R-4 R-L R-S

RANDOM LEAD GMDS
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2 R-2 0.28583 0.34237 0.43768 

3 R-3 023873 0.30656 0.40324 

4 R-4 0.20116 0.28154 0.37954 

5 R-L 0.45517 0.52814 0.57914 

6 R-SU 0.19332 0.23866 0.3074 

 

The problem of longest common subsequence takes into 

structure of account sentence level similarity naturally and 

identifies longest co-occurring in the sequence 

automatically. 

 

 
Graph II: Comparative Results of Three Summarization 

Techniques Using F-Score Method. 

 

From Table III we can see that in ROUGE metrics, GBMDS 

graph based compare with other two systems. This is, 

according to ROUGE [19], our summarizer produces 

summaries whose lexical sentences is closer to human 

created summaries and thus is more capture efficient the 

summaries other than the two systems. 

 

4. Conclusion 
 

A summary can be defined as a text that is generated from 

one or more texts, that include an important part of the 

information in the original text(s), and that is no bigger than 

half of the original text(s). Graph based approach for multi 

document summarization technique. In this technique, 

sentences are preprocessed, class is attached to each 

sentence, sentence length is calculated, undirected graph will 

be constructed, and each sentence is given rank based on 

class and then top ranked sentences has selected in 

summary, therefore its more efficient than other technique.  
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