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Abstract: Cloud computing has emerged as a very important commercial infrastructure that promises to reduce the need for maintaining costly computing facilities by organizations and institutes. Through the use of virtualization and time sharing of resources, clouds serve with a single set of physical resources as a large user base with altogether different needs. Thus, the clouds have the promise to provide to their owners the benefits of an economy of calibration and, at the same time, become a substitute for scientists to clusters, grids, and parallel production conditions. However, the present commercial clouds have been built to support web and small database workloads, which are very different from common scientific computing workloads. Furthermore, the use of virtualization and resource time sharing may introduce significant performance penalties for the demanding scientific computing workloads. In this paper, we analyze the performance of cloud computing services for scientific computing workloads. This paper evaluate the presence in real scientific computing workloads of Many-Task Computing users, that is, of users who employ loosely coupled applications comprising many tasks to achieve their scientific goals. Our effective method demonstrates to yield comparative and even better results than the more complex state-of-the-art techniques but has the advantage to be appropriate for real-time applications.
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1. Introduction

Scientific computing requires an ever-increasing number of resources to deliver results for ever-growing problem sizes in a reasonable time frame. In the last decade, while the largest research projects were able to afford (access to) expensive supercomputers, many projects were forced to opt for cheaper resources such as commodity clusters and grids. Cloud computing proposes an alternative in which resources are no longer hosted by the researchers’ computational facilities, but are leased from big data centers only when needed. Despite the existence of several cloud computing offerings by vendors such as Amazon and GoGrid, the potential of clouds for scientific computing remains largely unexplored. To address this issue, in this paper we present a performance analysis of cloud computing services for Many-task scientific computing.

The cloud computing paradigm holds great promise for the performance-hungry scientific computing community: Clouds can be a cheap alternative to supercomputers and specialized clusters, a much more reliable platform than grids, and a much more scalable platform than the largest of commodity clusters. Clouds also promise to “scale by credit card,” that is, to scale up instantly and temporarily within the limitations imposed only by the available financial resources, as opposed to the physical limitations of adding nodes to clusters or even supercomputers and to the administrative burden of over provisioning resources. Moreover, clouds promise good support for bags-of-tasks (BoTs), which currently constitute the dominant grid application type [3]. However, clouds also raise important challenges in many aspects of scientific computing, including performance, which is the focus of this work.

There are three main differences between scientific computing workloads and the initial target workload of clouds: in required system size, in performance demand, and in the job execution model. Size wise, top scientific computing facilities comprise very large systems, with the top ten entries in the Top500 Supercomputers List together totaling about one million cores, while cloud computing services were designed to replace the small-to-medium size enterprise data centers. Performance wise, scientific workloads often require High-Performance Computing (HPC) or High-Throughput Computing (HTC) capabilities. Recently, the scientific computing community has started to focus on Many-Task Computing (MTC), that is, on high performance execution of loosely coupled applications comprising many (possibly interrelated) tasks. With MTC, a paradigm at the intersection of HPC and HTC, it is possible to demand systems to operate at high utilizations, similar to those of current production grids (over 80 percent) and Parallel Production Infrastructures (PPIs) (over 60 percent), and much higher than those of the systems that clouds originally intended to replace (servers with 10-20 percent utilization). The job execution model of scientific computing platforms is based on the exclusive, space-shared usage of resources. In contrast, most clouds time-share resources and use virtualization to abstract away from the actual hardware, thus increasing the concurrency of users but potentially lowering the attainable performance.
2. Literature Survey

Improving the performance of cloud computing services for scientific computing is the fundamental task in several cloud providers. We have selected for this work four IaaS clouds. The reason for this selection is threefold. First, not all the clouds on the market are still accepting clients; Flexi Scale puts new customers on a waiting list for over two weeks due to system overload. Second, not all the clouds on the market are large enough to accommodate requests for even 16 or 32 coallocated resources. Third, our selection already covers a wide range of quantitative and qualitative cloud characteristics.

Srirama S.N, Ivanisitsev V, Jakovits P, Willmore C [1] designed a tool that helps scientists to migrate their applications to the cloud. The idea is to migrate the complete software environment, in which the scientists have set up their experiments, directly to the cloud. The developed desktop-to-cloud-migration (D2CM) tool supports transformation and migration of virtual machine images, deployment description and life-cycle management for applications to be hosted on Amazon's Elastic Cloud Computing (EC2) or compatible infrastructure such as Eucalyptus. They also presented an electrochemical case study which extensively used the tool in drawing domain specific results. From the analysis, it was observed that D2CM tool not only helps in the migration process and simplifying the work of the scientist, but also helps in optimizing the calculations, compute clusters and thus the costs for conducting scientific computing experiments on the cloud.

Guang Lin, Han Binh, Yin Jian, I Gorton [2] explored cloud computing for large-scale data intensive scientific applications. Cloud computing is attractive because it provides hardware and software resources on-demand, which relieves the burden of acquiring and maintaining a huge amount of resources that may be used only once by a scientific application. However, unlike typical commercial applications that often just requires a moderate amount of ordinary resources, large-scale scientific applications often need to process enormous amount of data in the terabyte or even petabyte range and require special high performance hardware with low latency connections to complete computation in a reasonable amount of time. To address these challenges, we build an infrastructure that can dynamically select high performance computing hardware across institutions and dynamically adapt the computation to the selected resources to achieve high performance. We have also demonstrated the effectiveness of our infrastructure by building a system biology application and an uncertainty quantification application for carbon sequestration, which can efficiently utilize data and computation resources across several institutions.

Simon Ostermann, Alexandria Iosup, Nezih Yigitbasi, Radu Prodan, Thomas Fahringer, Dick Epema [3] presented an evaluation of the usefulness of the current cloud computing services for scientific computing. They analyze the performance of the Amazon EC2 platform using micro-benchmarks and kernels. While clouds are still changing, their results indicate that the current cloud services need an order of magnitude in performance improvement to be useful to the scientific community.

P. Jakovits, SN. Srirama, I. Kromonov [4] presented a design for a new distributed computing framework, Stratus, which fully supports scientific computing algorithms and takes advantage of the characteristics that have made cloud such a convenient and popular source for computing resources. They also described the motivation for creating a brand new solution, outline its architecture and design, and gives an overview on how algorithms can be adapted to this framework.

A. Iosup, O.O. Sonmez, S. Anoep, and D.H.J. Epema [5] defined Bags-of-tasks that have been identified as the scientists’ tool of choice, but there is no workload model that explicitly includes bags-of-tasks. Here they make a realistic and systematic investigation of the performance of bags-of-tasks scheduling solutions in large-scale distributed computing systems. They first propose a taxonomy of scheduling policies that focuses on information availability and accuracy, and they propose three new classes bag-of-tasks scheduling policies; for each new class they also propose a simple task scheduling policy. Then, they introduce a realistic workload model that focuses on bags-of-tasks, and they validate this model using seven long-term workload traces taken from large-scale distributed computing systems of various size and application. Finally, they explore the large design space of bag-of-task scheduling in large-scale distributed computing systems along five axes: the scheduling policy, the input workload, the information policy, the scheduling algorithm, and the resource management architecture.

S. Ostermann, R. Prodan, T. Fahringer [6] investigated the usability of compute Clouds to extend a Grid workflow middleware and show on a real implementation that this can speed up executions of scientific workflows. From its start using supercomputers, scientific computing constantly evolved to the next levels such as cluster computing, meta-computing, or computational Grids. Today, Cloud Computing is emerging as the paradigm for the next generation of large-scale scientific computing, eliminating the need of hosting expensive computing hardware. Scientists still have their Grid environments in place and can benefit from extending them by leased Cloud resources whenever needed. This paradigm shift opens new problems that need to be analyzed, such as integration of this new resource class into existing environments, applications on the resources and security. The virtualization overheads for deployment and starting of a virtual machine image are new factors which will need to be considered when choosing scheduling mechanisms.

3. Basic System Architecture

We first describe the main characteristics of the common scientific computing workloads, based on previous work on analyzing and modeling of workload traces taken from PPIs.
[6] and grids [5], [13]. Then, we introduce the cloud computing services that can be used for scientific computing, and select four commercial clouds whose performance we will evaluate empirically.

Job structure and source - PPI workloads are dominated by parallel jobs [6], while grid workloads are dominated by small bags-of-tasks [3] and sometimes by small workflows [14], [15] comprising mostly sequential tasks. Source wise, it is common for PPI grid workloads to be dominated by a small number of users. We consider users that submit many tasks, often grouped into the same submission as BoTs, as proto-MTC users, in that they will be most likely to migrate to systems that provide good performance for MTC workload execution.

Bottleneck resources. Overall, scientific computing workloads are highly heterogeneous, and can have either one of CPU, I/O, memory, and network as the bottleneck resource.

Job parallelism. A large majority of the parallel jobs found in published PPI [16] and grid [13] traces have up to 128 processors [5], [6]. Moreover, the average scientific cluster size was found to be around 32 nodes [17] and to be stable over the past five years [18].

With the emergence of cloud computing as a paradigm in which scientific computing can done exclusively on resources leased only when needed from big data centers, Relative Strategy Performance: Resource Bulk Allocation (S2) versus Resource Acquisition and Release per Job (S1) Only performance differences above 5 percent are shown. e-scientists are faced with a new platform option. However, the initial target workloads of clouds does not match the characteristics of MTC-based scientific computing workloads. Thus, in this paper we seek to answer the research question Is the performance of clouds sufficient for MTC-based scientific computing? To this end, we first investigate the presence of an MTC component in existing computing workloads, and find that this presence is significant both in number of jobs and in resources consumed. Then, we perform an empirical performance evaluation of four public computing clouds, including Amazon EC2, one of the largest commercial clouds currently in production. Our main finding here is that the compute performance of the tested clouds is low. Last, we compare the performance and cost of clouds with those of scientific computing alternatives such as grids and parallel production infrastructures. We find that, while current cloud computing services are insufficient for scientific computing at large, they may still be a good solution for the scientists who need resources instantly and temporarily.

4. Conclusion

In this way we surveyed performance of different cloud computing services for scientific computing. This paper contains an abstract view of various cloud platforms proposed in recent past year for scientific computing. The investigation demonstrated that better performance of cloud is possible for just about any additional techniques and some changes. Our contribution towards this work will surely be helpful for further improving the performance of clouds for scientific computing. This paper quantify the presence in real scientific computing workloads of Many-Task Computing (MTC) users, that is, of users who employ loosely coupled applications comprising many tasks to achieve their scientific goals.
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