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Abstract: There is a tremendous increase in the research of data mining. Data mining is the process of extraction of data from large database. Knowledge Discovery in database (KDD) is another name of data mining. Privacy protection has become a necessary requirement in many data mining applications due to emerging privacy legislation and regulations. One of the most important topics in research community is Privacy Preserving Data Mining (PPDM). Privacy preserving data mining (PPDM) deals with protecting the privacy of individual data or sensitive knowledge without sacrificing the utility of the data. The Success of Privacy Preserving data mining algorithms is measured in terms of its performance, data utility, level of uncertainty or resistance to data mining algorithms etc. In this paper we will review on various privacy preserving techniques like Data perturbation, condensation etc.
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1. Introduction

Our society has substantially enhanced the potential to spawn and gather data from diverse sources [1]. The enormous amount of data is needed in our every aspect of lives. There is an urgent need for tools and techniques for transforming this vast amount of data into useful information and knowledge. This has led to the generation of a promising and flourishing end called Data Mining [2]. Data Mining is also referred to as Knowledge Discovery from Data (KDD). Knowledge Discovery is extraction of patterns and relationships not readily known to exist. Data Mining [3] is the process of discovering insightful, interesting and novel patterns as well as descriptive, understandable, and predictable models from large scale data. Data mining is the intelligent search for new knowledge in existing masses of data. Protecting private data is an important concern among users while accessing and sharing data but, at the same time, serious concerns have grown over individual privacy in data collection, processing and mining. Preserving privacy [4] is a serious issue in data mining. As data mining ascertain to efficiently locate valuable and refined information from large databases, is particularly vulnerable to misuse. The knowledge present in the data is extracted for use, the individual’s privacy is protected and the data holder is protected against the misuse of the data. The goal of privacy preserving in data mining is to protect data from being misused. The goal of this paper is to review the privacy preserving techniques which are helpful in preserving security.

According to [5] data mining is categorized into 5 tasks:
- Exploratory data analysis (EDA). Typically interactive and visual, EDA techniques simply explore the data without any preconceived idea of what to look for.
- Descriptive modeling. A descriptive model should completely describe the data (or the process generating it);
- Predictive modeling: classification and regression. The goal here is to build a model that can predict the value of a single variable based on the values of the other variables. In classification, the variable being predicted is categorical, whereas in regression, it’s quantitative.
- Discovering patterns and rules. Instead of building models, we can also look for patterns or rules. Association rules aim to find frequent associations among items or features, whereas outlier analysis or detection focuses on finding “outlying” records that differ significantly from the majority.
- Retrieval by content. Given a pattern, we try to find similar patterns from the data set.

2. PPDM Framework

In data mining, the raw material [6] is transactional data and data mining algorithm serves as filter which filters out valuable nuggets of information from huge amount of data. Data is collected from single or various organizations and stored at respective databases. For analytical purposes, the data is transformed into suitable format and then modified data is stored into the data warehouse and various data mining procedures/algorithms are applied for the generation of useful information. Privacy cannot be applied at one step, but needs to be applied at all levels. At level 1, raw data is gathered from diverse sources and is transformed into suitable appearance for systematic purposes and stored into data warehouse. Privacy techniques are applied at this stage also while collecting data.
At level two, in data warehouse, used for reporting and data analysis. They store current and historical data and are used for creating reports. Data from data warehouse is subjected to get through a number of processes. These processes are blocking, suppression, perturbation, modification, generalization, sampling etc. For the discovery of knowledge/information, data mining algorithms are applied to processed data. Even the data mining algorithms are modified for the purpose of protecting privacy without sacrificing the goals of data mining. At level three, the knowledge revealed by data mining algorithms are checked for its sensitiveness towards disclosure risks. Privacy algorithms are applied at all three levels.

3. PPDM Techniques

PPDM has become an important issue in data mining research [7]. A set of new approaches are provided for mining of data and at the same time without allowing the privacy of data to be violated [8]. Approaches can be classified into two main broad categories [9]:

- Procedures that save fragile information itself in the mining process
- Procedures that save fragile information mining results

The first category refers to techniques that apply perturbation, sampling, modification, generalization etc to original datasets in order to generate their correlate that can be revealed to un-trusted parties. The second category refers to techniques that proscribe the disclosure of delicate data which is derived through the use of data mining algorithms. PPDM techniques can be classified into [10]:

1. Data distribution
2. Data modification
3. Data mining algorithms
4. Data or rule hiding
5. Privacy preservation

The first dimension refers to distribution of data which can be either Centralized or Distributed. Distributed data can be further classified into Horizontal or Vertical distribution. Horizontal distribution refers to cases where different records reside in different places whereas vertical distribution refers to cases where all values of different attributes reside in different places. The second dimension refers to the data modification. In data modification, original values are modified in the database and the altered values are released in public.

Methods of modification include:

- Perturbation, which is accomplished by the alteration of an attribute value by a new value (i.e., changing a 1-value to a 0-value, or adding noise),
- blocking, which is the replacement of an existing attribute value with a “?”,
- Aggregation or merging which is the combination of several values into a coarser category,
- Swapping that refers to interchanging values of individual records, and
- Sampling, which refers to releasing data for only a sample of a population?

The third dimension refers to the data mining algorithms which are applied on transformed data to get patterns and relationships which were not readily known to exist. The fourth dimension refers to whether the raw or aggregated data should be hidden. The final dimension refers to the techniques that are used for protecting privacy.

Review of the Privacy Preserving Data Mining Techniques

Based on different dimensions the PPDM techniques are classified into five categories [11]:

1. Randomized Response based PPDM
2. Perturbation based PPDM
3. Anonymization based PPDM
4. Condensation approach based PPDM
5. Cryptography based PPDM

We elaborate these in more detail in following subsections.

I. Randomized Response based PPDM

In Randomized Response, the data is scatter such that original source cannot tell with the probabilities better than a pre-defined threshold, whether the data from user contains truthful information or false information. The information received from individual user is scrambled and if the numbers of users are significantly large, the result information of these users can be evaluated with good amount of accuracy. Randomized Response based PPDM is used in decision tree classification. Data collection in
randomized process is a two-step process [11]. During first step; the data providers randomize their data and transmit the randomized data to the data receiver. In second step, the data receiver reconstructs the original distribution of the data by employing a distribution reconstruction algorithm. Randomization is very easy process and does not require the knowledge of location of records in data. It does not require the server to keep the original records in order to perform anonymization process [12]. It has disadvantage that it treats its all records equal irrespective of their local den

![Figure 2: Randomization response model [6]](image)

2. Perturbation based PPDM

In Perturbation [13] the original values are replaced with some duplicate data values so that the statistical information computed from the perturbed data does not differ from the statistical information computed from the original data to a larger extent. The perturbed data records do not correspond to real-world record owners, so the attacker cannot violate the privacy of derived data or recover sensitive information from the modified data. In perturbation approach, records released is synthetic i.e. it does not correspond to real world entities represented by the original data. Therefore, the individual records in the perturbed data are meaningless to the human recipient as only statistical properties of the records are preserved. Perturbation can be done by using additive noise or data swapping or synthetic data generation [14]. Since the perturbation method does not reconstruct the original values but only the distributions, new algorithms are to be developed for mining of data. In perturbation approach, data mining algorithms treats each dimension independently.

3. Anonymization based PPDM

Anonymization refers to hiding the sensitive information or identity of record owners. Explicit identifiers, are removed in this approach, set of attributes containing information that identifies a record owner explicitly such as name, SS number etc. Explicit identifiers should be removed but still there is a danger of privacy intrusion [15] when quasi identifiers, set of attributes that could Potentially identify a record owner when combined with publicly available data, are linked to publicly available data. Such attacks are called as linking attacks. For example attributes such as DOB, Sex, Race, and Zip are available in public records such as voter list. Such records are available in medical records also, when linked, can be used to infer the identity of the corresponding individual with high probability. A value is replaced with less semantic consistent value called generalization and in suppression values are blocked. When such data is combined with publically available data, mining reduces risk of identification. Although the anonymization method ensures that the transformed data is true but suffers heavy information loss.

4. Condensation approach

Another approach used is Condensation approach [16]. It builds constrained clusters in the data set and after that produces pseudo-data. The basic concept of the method is to contract or condense the data into multiple groups of are maintained. This approach is used in dynamic data update such as stream problems. Each group has a size of at least ‘k’, which is referred to as the level of that privacy-preserving approach. The higher the level, the high is the amount of privacy. They use the statistics from each group in order to generate the corresponding pseudo-data. This is a simple privacy preservation approach but it is not efficient because it leads to loss of the information.

5. Cryptographic based PPDM

In cryptographic technique private data can be encrypted safely. This technique is used where two or more than two parties are involved in sharing their sensitive data but at the same time they are concerned for preserving privacy[17].Cryptographic techniques are ideally meant for such scenarios where multiple parties collaborate to compute results or share non sensitive mining results and thereby avoiding disclosure of sensitive information[12]. Cryptographic techniques are used in such scenarios because it provides models for privacy and for implementing privacy preserving data mining algorithms. This algorithm is not suitable when more parties are involved and for large databases.

4. Conclusion

In today’s world, privacy is the major concern to protect the sensitive data. People are very much concerned about their sensitive information which they don’t want to share. Our survey in this paper focuses on the existing literature present in the field of Privacy Preserving Data Mining. From our analysis, we have found that there is no single technique that is consistent in all domains. All methods perform in a different way depending on the type of data as well as the type of application or domain. This article represents a step towards defining the PPDFM framework and Privacy Preserving Data Mining techniques.
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