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Abstract: This paper actually focuses on an efficient approach to enable failover in OpenStack an Open Source Cloud operating system that plays an important role in business continuity and Disaster Recovery. We have setup a simulated environment wherein single node OpenStack deployment has been installed on two different hypervisors and efficient scripting has been done in the compute node i.e. Nova as it takes control of the hypervisors controlling the OpenStack installed on top of the host machines. We have demonstrated the failover in the OpenStack. The goal of this work is to create a framework that will enable protecting applications and services (VMs, images, volumes, etc) from disaster. Determining and selecting what application and services to protect is the responsibility of the user, while handling the logistics of protecting is up to the cloud (and its operator).
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1. Introduction

OpenStack Compute (Nova) is a cloud computing fabric controller, which is the main part of an IaaS system. It is designed to manage and automate pools of computer resources and can work with widely available virtualization technologies, as well as bare metal and high-performance computing (HPC) configurations. KVM, VMware, and Xen are available choices for hypervisor technology, together with Hyper-V and Linux container technology such as LXC. It is written in Python and uses many external libraries such as Eventlet (for concurrent programming), Kombu (for AMQP communication), and SQL Alchemy (for database access). Compute’s architecture is designed to scale horizontally on standard hardware with no proprietary hardware or software requirements and provide the ability to integrate with legacy systems and third-party technologies.[1]

The proposed system is developed using OpenStack. OpenStack is open source software which the project developers and cloud computing technologist can use to setup and run the cloud. Its services can be accessed via APIs. The important components of OpenStack are Nova, Swift, Keystone and Glance, Keystone and Horizon.

Disaster Recovery (DR) for OpenStack is an umbrella topic that describes what needs to be done for applications and services (generally referred to as workload) running in an OpenStack cloud to survive a large scale disaster. Providing DR for a workload is a complex task involving infrastructure, software and an understanding of the workload. To enable recovery following a disaster, the administrator needs to execute a complex set of provisioning operations that will mimic the day-to-day setup in a different environment. Enabling DR for OpenStack hosted workloads requires enablement (APIs) in OpenStack components (e.g., Cinder) and tools which may be outside of OpenStack (e.g., scripts) to invoke, orchestrate and leverage the component specific APIs.

2. Design Procedure

Disaster Recovery should include support for:

- Capturing the metadata of the cloud management stack, relevant for the protected workloads/resources: either as point-in-time snapshots of the metadata, or as continuous replication of the metadata.
- Making available the VM images needed to run the hosted workload on the target cloud.
- Replication of the workload data using storage replication, application level replication, or backup/restore.

We note that metadata changes are less frequent than application data changes, and different mechanisms can handle replication of different portions of the metadata and data (volumes, images, etc.)[2]

The approach is built around:

1. Identify required enablement and missing features in OpenStack projects
2. Create enablement in specific OpenStack projects
3. Create orchestration scripts to demonstrate DR

When resources to be protected are logically associated with a workload (or a set of inter-related workloads), both the replication and the recovery processes should be able to incorporate hooks to ensure consistency of the replicated data & metadata, as well as to enable customization (automated or manual) of the individual workload components at recovery site. Heat can be used to represent such workloads, as well as to automate the above processes.

3. Implementation
1.1 The DR is between a primary cloud and a target cloud - independently managed.
1.2 The approach should enable a hybrid deployment between private and public cloud.
1.3 Note that some of the work related to DR may be relevant to enabling high-availability between regions, availability zones or cells which do share some of the OpenStack services.
1.4 Ideally (but not as an immediate step) one of the clouds (primary or target) could be non-OpenStack or even non-cloud bare-metal environments.
1.5 The primary and target cloud interact through a “mediator” - a DR Middleware or gateway to make sure the clouds are decoupled.
1.6 The DR scheme will protect a set of VMs and related resources (VM images, persistent storage, network definitions, metadata, etc). The resources would be typically associated with a workload or a set of workloads owned by a tenant.
1.7 Allow flexibility in choice of Recovery Point Objective (RPO) and Recovery Time Objective (RTO).

The thing we concentrate upon here is to control the Nova component as controlling and Mastering Nova commands and deep understanding of the same will lead to efficient failover Enabling mechanism which will lead to better disaster Recovery Techniques and Better business continuity processes.

A. OpenStack Architecture

OpenStack version used here for the Design of the project is Juno Update on top of Ubuntu 14.04(Trusty Tahr).[3]

OpenStack is a collection of open source software projects that enterprises/service providers can use to setup and run their cloud compute and storage infrastructure. Rackspace and NASA are the key initial contributors to the stack. Rackspace contributed their “Cloud Files” platform (code) to power the Object Storage part of the OpenStack, while NASA contributed their “Nebula” platform (code) to power the Compute part. OpenStack consortium has managed to have more than 150 members including Canonical, Dell, and Citrix etc.

There are 7 main service families in OpenStack Juno:

- Nova - Compute Service
- Swift - Storage Service
- Glance - Imaging Service
- Keystone - Identity Service
- Neutron - Networking service
- Cinder - Volume Service
- Horizon - Web UI Service

We will see Nova that is intended for this paper.

B. Open Stack Compute Infrastructure (Nova)

Nova is the Computing Fabric controller for the OpenStack Cloud. All activities needed to support the life cycle of instances within the OpenStack cloud are handled by Nova.
This makes Nova a Management Platform that manages compute resources, networking, authorization, and scalability needs of the OpenStack cloud. But, Nova does not provide any virtualization capabilities by itself; instead, it uses libvirt APIs to interact with the supported hypervisors. Nova exposes all its capabilities through a web services API that is compatible with the EC2 API of Amazon Web Services.

Functions and Features:

• Instance life cycle management
• Management of compute resources
• Networking and Authorization
• REST-based API
• Asynchronous eventually consistent communication
• Hypervisor agnostic: support for Xen, XenServer/XCP, KVM, UML, VMware vSphere and Hyper-V

Components of OpenStack Compute
Nova Cloud Fabric is composed of the following major components:

1. API Server (nova-api)
2. Compute Workers (nova-compute)
3. Scheduler (nova-scheduler)

1. API Server (nova-api)

The API Server provides an interface to the outside world to interact with the cloud infrastructure. API server is the only component that the outside world uses to manage the infrastructure. The management is done through web services calls using EC2 API. The API Server then, in turn, communicates with the relevant components of the cloud infrastructure through the Message Queue. As an alternative to EC2 API, OpenStack also provides a native API called "OpenStack API".

2. Compute Worker (nova-compute)

Compute workers deal with instance management life cycle. They receive the requests for life cycle management via the Message Queue and carry out operations. There are several Compute Workers in a typical production cloud deployment. An instance is deployed on any of the available compute worker based on the scheduling algorithm used.

3. Scheduler (nova-scheduler)

The scheduler maps the nova-API calls to the appropriate OpenStack components. It runs as a daemon named nova-schedule and picks up a compute server from a pool of available resources depending upon the scheduling algorithm in place. A scheduler can base its decisions on various factors such as load, memory, physical distance of the availability zone, CPU architecture, etc. The nova scheduler implements a pluggable architecture. Currently the nova-scheduler implements a few basic scheduling algorithms:

3.1. Chance: In this method, a compute host is chosen randomly across availability zones. [6]
3.2. Availability zone: Similar to chance, but the compute host is chosen randomly from within a specified availability zone.
3.3. Simple: In this method, hosts whose load is least are chosen to run the instance. The load information may be fetched from a load balancer.

Figure 4. A modified Efficient Conceptualization of Nova API for efficient failover.

High Availability Solution Components

3.1. Pacemaker

Pacemaker is a cluster resource manager. It achieves maximum availability for your cluster services (aka. resources) by detecting and recovering from node and resource-level failures by making use of the messaging and membership capabilities provided by your preferred cluster infrastructure (either Coro sync or Heartbeat).

Pacemaker’s key features include:

• Detection and recovery of node and service-level failures.
• Storage agnostic, no requirement for shared storage
• Resource agnostic, anything that can be scripted can be clustered.
• Supports STONITH for ensuring data integrity.
• Supports large and small clusters.
• Supports both quorate and resource driven clusters.
• Supports practically any redundancy configuration.
• Automatically replicated configuration that can be updated from any node.
• Ability to specify cluster-wide service ordering, colocation and anti-colocation.
• Support for advanced service types
• Clones: for services which need to be active on multiple
nodes
• Multi-state: for services with multiple modes (eg.
master/slave, primary/secondary)
• Unified, scriptable, cluster management tools.

1.1 Pacemaker - Internal components [7]

Pacemaker itself is composed of four key components
(illustrated below in the same color scheme as the previous
diagram):

![Pacemaker Internals Diagram]

1. CIB (aka. Cluster Information Base)
2. CRMd (aka. Cluster Resource Management daemon)
3. PEngine (aka. PE or Policy Engine)
4. STONITHd

The CIB uses XML to represent both the cluster’s
configuration and current state of all resources in the cluster.
The contents of the CIB are automatically kept in sync across
the entire cluster and are used by the PEngine to compute the
ideal state of the cluster and how it should be achieved. This
list of instructions is then fed to the DC (Designated
Cocoordinator). Pacemaker centralizes all cluster decision
making by electing one of the CRMd instances to act as a
master. Should the elected CRMd process, or the node it is
on, fail a new one is quickly established.[8] The DC carries
out the PEngine’s instructions in the required order by
passing them to either the LRMd (Local Resource
Management daemon) or CRMd peers on other nodes via the
cluster messaging infrastructure (which in turn passes them
on to their LRMd process).

4. Design Coding

• Adding Nova resources to pacemaker

    pcs resource create p_nova_api ocf:openstack:nova-api \n    params
    config="/etc/nova/nova.conf" \n    op monitor interval="5s" \n    timeout="5s"

    pcs resource create p_novnc ocf:openstack:nova-vnc \n    params
    config="/etc/nova/nova.conf" \n    op monitor interval="30s" \n    timeout="30s"

    pcs resource create p_novnc ocf:openstack:nova-cert \n    params
    config="/etc/nova/nova.conf" \n    op monitor interval="30s" \n    timeout="30s"

    pcs resource create p_novnc ocf:openstack:nova-scheduler \n    params
    config="/etc/nova/nova.conf" \n    op monitor interval="30s" \n    timeout="30s"

5. Conclusion

The above implemented setup is tested and on simulation
with existing Benchmarks sets true and more efficient as this
is a pure technical concept and open source and more of
scripting and mastering the nova and exploring to the depth
of the OpenStack and its compute node rather than
concentrating upon the theoretical benchmarks and the
Above formulised solution is a far more efficient solution for
efficient Failover enabling mechanism and is a great solution
compared to other hard coded solutions like VMware fusion
and other solutions as the solution proposed by us is a pure
Open Source solution.

6. Future Work

Improving reliability for OpenStack clouds is critical to
facilitating broader enterprise adoption. To meet this
challenge, Stratus has developed an industry exclusive set of
Linux and KVM extensions to provide Unparalleled
availability services for OpenStack workloads. This includes
support for fully redundant, fault tolerant instances, as well
as other more common high availability approaches from a
single, simple set of cloud management tools. In future I will
explore more of Nova and Storage (Cinder & Swift)
Components and will try to make them more efficient.
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