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Abstract: Cancer is an uncontrolled cell growth caused due to abnormal cell division in any region of the body. When cancer is diagnosed at an early stage the treatment is simpler and effective. There are different types of cancer and each is classified by the type of cell that is initially affected. In this paper, early diagnosis of colon cancer is considered. In the proposed method, segmentation of tissue is done by graph cut, after the pre-processing of the histopathological image. Next, the features are extracted from segmented image, by structural and statistical methods. In structural approach, intensity histogram based features such as mean, variance etc. are computed. In statistical feature extraction, gray level co-occurrence matrix are used to find out the relation between pixels and thus energy, entropy, contrast etc. are measured. These extracted features are given to Support Vector Machine (SVM) classifier to classify them as cancerous and noncancerous. This system can be used in many real time problems like bioinformatics also.
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1. Introduction

Cancer is the one of the most important health problems that threat the human life. The likelihood of curing cancer increases with its early diagnosis and correct grading. Medical experts take advantage of numerous medical imaging techniques such as Magnetic Resonance Imaging (MRI), Computer Aided Tomography (CAT), Mammography, Colonoscopy, Ultrasound Imaging for cancer screening. Although these methods provide effective diagnosis tools for screening and early detection of tumors, they may not be helpful in determining their malignancy level. Moreover, these methods are not used as the gold standard and biopsy examination is still necessary to reach the final decision.

The main aim is to investigate robust and accurate image analysis algorithms for computer-assisted interpretation of histopathology imagery. Different image processing techniques will be applied for segmentation, image texture classification, cell type identification or classification to deriving quantitative measurements of disease features from histological images. This technique automatically determine whether a disease is present within analyzed samples or not and also help to decide the different grades or severity of disease.

Colon tissues are the examples of such tissues. They are formed of nuclear, luminal, and stromal tissue components. Nuclei of the epithelial cells of colon tissue are lined up around its luminal components and form glandular structures of the colon. Stromal tissue components are distributed between these glandular regions. This hierarchical organization of its nuclear, luminal, and stromal components reflects the major characteristics of the colon tissue. Figure 1 shows the histopathological tissue image of a colon tissue section.

Histopathological tissue examination for cancer diagnosis and grading is the one of the most important medical practices. That experience observer variability. The major reasons behind the qualitative measures are done by the visual assessment. To deviate these problems, develop objective and mathematical analysis. Second order statistical feature is texture feature. Textural method avoids difficulties that related to correct localization of tissue cells. Here abnormalities can be modeled by textural changes in observed tissue from normal tissues. Texture of the feature including intensity histograms [2], co-occurrence matrices [3,4], multiwavelet coefficients [5], run-length matrices [6] etc. For data classification, a decision making based on set of features. In this paper, structural and statistical feature are extracted from the GLCM [7] and histogram based intensity [8] value. Then, a support vector classifier (SVM) [9] is used to classify the image into cancerous and non cancerous.

The organization of this paper as follows. In section II explain the pre processing, segmentation, feature extraction and SVM classifier. Section III explain the results and finally conclude in section IV.
2. Methodology

Tissue graph segmentation technique is used to detect cancer. The cancer diagnosis and grading processes is to obtain quantitative information about the characteristics of tissues, and help reducing the subjectivity of pathologists. Therefore, proposed methods define mathematical representations of tissues with the use of textural features and structural features of histopathological images. These methods yield accurate results for diagnosis and grading of cancer.
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The basic block diagram for the tissue image classification is as shown in the figure 2. The input image is Pre-processing for removing the noise and the contrast enhancement. Then segment the enhanced image by graph cut. In feature extraction stage structural and statistical features can be extracted. In classification stage, extracted features are used to classify image into two groups: cancerous and non-cancerous with the help of Support Vector Machine (SVM) classifier.

### 2.1 Histopathological Images

Histopathology is the microscopic examination of biological tissues to observe the appearance of diseased cells and tissues in very fine detail. Typical cell is 10-20 µm in diameter. Cells are color less and translucent. So Variety of stains that provide sufficient contrast to make those features visible. Haematoxylin and Eosin stain is frequently used to examine thin section of tissue and which separates cell nuclei, cytoplasm and connective tissue. Hematoxylin stains cell nuclei blue, whereas Eosin stains cytoplasm and connective tissue pink. As an input stained colon images are used.

### 2.2 Pre-Processing

During the image collection, imaging devices are quite often interfered by various noise sources. Impulse noise degrades the biomedical image details such as edges, contours and textures. Reduce noise in signal or image by using wiener filter. When the image is blurred by a known low pass filter, it is possible to recover the image by inverse filtering. But inverse filtering is very sensitive to additive noise. The Wiener filtering executes an optimal trade-off between inverse filtering and noise smoothing. It removes the additive noise and inverts the blurring simultaneously. The wiener filter minimizes the mean square error between the estimated random process and the desired process. It minimizes the overall mean square error in the process of inverse filtering and noise smoothing. The Wiener filtering is a linear estimation of the original image. Improve contrast of the image by Adaptive Histogram Equalization. It is an excellent contrast enhancement method for both neural and medical images. Image enhancement is among the simplest and most appealing areas of digital image processing. It is used to highlight certain features of interest in an image for increase the contrast of an image. There by improvement in quality of these degraded images can be achieved by using application of enhancement techniques like Adaptive Histogram Equalization method. This is an extension to traditional Histogram Equalization technique. It enhances the contrast of images by transforming the values in the intensity image. Unlike Histogram Equalization histeq, it operates on small data regions (tiles), rather than the entire image. Each tile's contrast is enhanced, so that the histogram of the output region approximately matches the specified histogram. The neighboring tiles are then combined using bilinear interpolation in order to eliminate artificially induced boundaries. The contrast, especially in homogeneous areas, can be limited in order to avoid amplifying the noise which might be present in the image.

### 2.3 Graph Cut Segmentation

Segmentation is an important part of image analysis. It refers to the process of partitioning an image into multiple segments. Image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share certain visual characteristics. The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyse.

An undirected graph $G = \langle V, E \rangle$, is defined as a set of nodes (vertices $V$) and a set of undirected edges $(E)$ that connect these nodes. An example is shown in Figure 3. Each edge $e \in E$ in the graph is assigned a nonnegative weight (cost) $W_e$. There are also two special nodes called terminals. A cut is a subset of edges $C \subset E$ such that the terminals become separated on the induced graph $G(C) = \langle V, E \setminus C \rangle$. It is normal in combinatorial optimization to define the cost of a cut as the sum of the costs of the edges that it severs.

$$|C| = \sum_{e \in C} W_e.$$

Graph cut formalism is well suited for segmentation of images. In fact, it is completely appropriate for N dimensional volumes.

Each pixel or voxels in an image as a node in a graph and added two terminal nodes connected to every pixels, (named $S$ and $T$). The edges can represent any neighborhood relationship between the pixels. A cut partitions the nodes in the graph. As illustrated in Figure 2(c-d), this partitioning corresponds to a segmentation of an underlying image or volume. A minimum cost cut generates a segmentation that is optimal in terms of properties that are built into the edge weights. This technique is based on a well-known combinatorial optimization fact that a globally minimum cut of a graph with two terminals can be computed efficiently in low-order polynomial time.
Segmentation Technique
Assume that O and B denote the subsets of pixels marked as "object" and "background" seeds. Naturally, the subsets O ⊂ P and B ⊂ P are such that O \cap B = ∅. The general flow is shown in Figure 3. From the image (Figure 2(a)) a graph with two terminals shown in Figure 3(b). The edge weights reflect the parameters in the regional and the boundary terms of the cost function, as well as the known positions of seeds in the image. The next step is to compute the globally optimal minimum cut in Figure 3(c) separating two terminals. This cut gives a segmentation shown in Figure 3(d) of the original image. In the simplistic example of Figure 3, the image is divided into exactly one "object" and one "background" regions. In general, segmentation method generates binary segmentation with arbitrary topological properties.

2.4 Feature extraction

In pattern recognition and in image processing, feature extraction is the special form of dimensionality reduction. It involves reducing the amount of resources required to describe a large set of data. When performing analysis of complex data one of the major problems stems from the number of variables involved. Feature extraction is a general term for methods of constructing combinations of the variables to get around these problems while still describing the data with sufficient accuracy. Structural and statistical features are used for extraction feature.

- Texture feature
Texture feature classification using grey level co-occurrence matrices (GLCMs). The GLCM is a tabulation of how often different combinations of pixel brightness values (grey levels) occur in an image. Grey Level Cooccurrence Matrix (GLCM) method is a way of extracting second order statistical texture features. A GLCM is a matrix where the number of columns and rows is equal to the number of grey levels, G, in the image. The matrix element Q(i, j | d, Θ) which contains the second order statistical probability values for changes between grey levels i and j at a particular displacement distance d and at a particular angle(Θ). Using a large number of intensity levels G implies storing a lot of temporary data, i.e. a G x G matrix for each combination of (x, y) or (d, Θ). Due to their large dimensionality, the GLCMs are very sensitive to the size of the texture samples on which they are estimated. Thus, the number of grey levels is often reduced. From GLCM contrast, energy, correlation, homogeneity etc. can be computed, by using the following notation:

\[ G \] is the number of grey levels used. 
\[ \mu \] is the mean value of Q. 
\[ \mu_x, \mu_y \] are the means and standard deviations of \[ Q_{x} \] and \[ Q_{y} \]. 
\[ Q_{x,y}(i,j) \] is the \( i^{th} \) entry in the marginal-probability matrix obtained by summing the rows of Q(i,j).

Contrast
This statistic measures the spatial frequency of an image and is difference moment of GLCM. It is the difference between the highest and the lowest values of a contiguous set of pixels.

\[ \text{Contrast} = \sum_{i,j} (i - j)^2 \sum_{i,j} G \cdot Q(i,j). \]

Energy
This statistic is also called Uniformity or Angular second moment. It measures the textural uniformity that is pixel pair repetitions. It detects disorders in textures. Energy reaches a maximum value equal to one. High energy values occur when the gray level distribution has a constant or periodic form. Energy has a normalized range. The GLCM of less homogeneous image will have large number of small entries.

\[ \text{Energy} = \sum_{i,j} Q(i,j)^2. \]

Correlation
The correlation feature is a measure of gray tone linear dependencies in the image.

\[ \text{Correlation} = \sum_{i,j} \frac{Q(i,j) - \mu_x \mu_y}{\sqrt{\sum_{i,j} (i - \mu_x)^2 \sum_{i,j} (j - \mu_y)^2}}. \]

Homogeneity
This statistic is also called Inverse Difference Moment. It measures image homogeneity as it assumes larger values for smaller gray tone differences in pair elements.

\[ \text{Homogeneity} = \sum_{i,j} \frac{1}{1 + (i - j/2)^2} Q(i,j). \]

Structural features
Structural features describes pixel level characteristics of images are obtained from histogram based features. To this end, gray level or color histograms of intensity values and densitometric features are employed. The properties of these features such as mean, standard deviation, kurtosis, and skewness are computed to obtain first order statistical information about the texture of tissues. Let \( z \) be a random variable denoting image gray levels and \( P(z_i), i = 0,1,2,3,L-1 \), be the corresponding normalized histogram, where \( L \) is the number of distinct gray levels.

Mean
\[ \text{Mean} = m = \sum_{i=0}^{L-1} z_i P(z_i) \]
Variance
The variance gives the amount of gray level fluctuations from the mean gray level value
\[ \text{Variance, } \mu_2(x) = \sum_{i=0}^{n} (z_i - m)^2 P(z_i). \]

Skewness
Skewness is a measure of the asymmetry of the gray levels around the sample mean. If skewness is negative the data are spread out more to the left of the mean than to the right. If skewness is positive, the data are spread out more to the right.
\[ \text{Skewness, } \mu_3(x) = \sum_{i=0}^{n} (z_i - m)^3 P(z_i). \]

Kurtosis
Kurtosis is a measure of how outlier-prone a distribution. It describes the shape of the tail of the histogram.
\[ \text{Kurtosis, } \mu_4(x) = \sum_{i=0}^{n} (z_i - m)^4 P(z_i). \]

2.5. Support Vector Machine
For an effective classification method, it is important to accurately classify not only the observed data but also the unknown data. Thus, it is necessary to select the most appropriate boundary that will optimally separate the unpredicted data. Numerous parametric models that are based on the probability density estimations of classes are proposed for performing this task. Support vector machines provide a nonparametric classification method that solves an optimization problem. The support vector machine is a kernel-based supervised learning method. It is used for classification and regression. The SVM algorithm was proposed as a linear classifier. This algorithm mainly aims to partition data points of two classes in n dimensional space with an n - 1 dimensional hyperplane. i.e., there may be more than one hyperplane separating the data points. The equation for the hyperplane is given by
\[ y = w^T x + b \] (4)

where w is known as the weight vector and b is the bias. The optimal hyperplane can be represented in an infinite number of different ways by scaling of w and b. As a matter of convention, among all the possible representations of the hyperplane, the one chosen is
\[ \|w^T x + b\| = 1 \] (5)
where x symbolizes the training examples closest to the hyperplane. In general, the training examples that are closest to the hyperplane are called support vectors. This representation is known as the canonical hyperplane. The distance of the hyperplane to the nearest point of the two classes is given by
\[ M = \frac{2}{\|w\|} \] (6)
The fundamental idea of the algorithm is to find the separating hyperplane that maximizes the margin, which is the distance of the nearest data points in both data sets to the separating hyperplane.

3. Results
In the experiment, stained tissue samples are used. An example tissue image shown in figure 4.

![Figure 4: A sample of colon tissue image](image)

In pre-processing stage, tissue image is converted to gray scale then noise removal and contrast enhancement is done. Noise removal is done by wiener filtering shown in figure 5.

The Wiener filter can be used to filter out the noise from the corrupted signal to provide an estimate of the underlying signal of interest. The Wiener filter is based on a statistical approach, and a more statistical account of the theory is given in the minimum mean-square error (MMSE). Segment the main objects from an image using a segmentation method based on graph cuts shown in figure 6. The segmentation helps to simplify or change the representation of an image into something that is more meaningful and easier to analyze.
Feature Extraction is used to analyze the object or image, extract the most prominent features to represent the various class of image. The main purpose of feature extraction is to reduce the original data by measuring certain property or feature. In this work texture features are used. Here histogram based and GLCM based features are extracted. In the training stage these features are taken. Table I shows the feature extracted value. According to this features further classification is done.

Support Vector Machine classifier is used to classify the data. It is important to accurately classify not only the observed data but also the unknown data. SVM are an example of a linear two-class classifier. The data for a two class learning problem consists of objects labeled with one of two labels corresponding to the two classes; for convenience assume the labels are +1 (Cancer) or -1 (Normal). Figure 7 and figure 8 shows the classified output of cancerous and normal(Non Cancerous) image.

### 4. Conclusion

This paper introduce a robust segmentation and classification for automated cancer diagnosis and grading are gaining importance in medicine as they provide objective

<table>
<thead>
<tr>
<th>Image type</th>
<th>Contrast</th>
<th>Correlation</th>
<th>Energy</th>
<th>Homogeneity</th>
<th>Mean</th>
<th>Std Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>6.030351059</td>
<td>0.205656056</td>
<td>0.03472277</td>
<td>0.500340939</td>
<td>149.9150716</td>
<td>70.07811459</td>
<td>-0.421651764</td>
<td>-1.068463308</td>
</tr>
<tr>
<td>Normal</td>
<td>7.378834892</td>
<td>0.122134577</td>
<td>0.020761841</td>
<td>0.46003795</td>
<td>139.7948438</td>
<td>70.05069203</td>
<td>-0.17190124</td>
<td>-1.097046092</td>
</tr>
<tr>
<td>Normal</td>
<td>6.95851389</td>
<td>0.165459663</td>
<td>0.023319069</td>
<td>0.470375715</td>
<td>140.6822917</td>
<td>72.77985563</td>
<td>-0.217225787</td>
<td>-1.203797462</td>
</tr>
<tr>
<td>Normal</td>
<td>7.79006841</td>
<td>0.112491648</td>
<td>0.018657577</td>
<td>0.439352596</td>
<td>134.5055078</td>
<td>74.42465924</td>
<td>-0.083222997</td>
<td>-1.229540373</td>
</tr>
<tr>
<td>Normal</td>
<td>5.611129561</td>
<td>0.402236928</td>
<td>0.052105767</td>
<td>0.542062993</td>
<td>166.2448372</td>
<td>76.7485374</td>
<td>-0.451227887</td>
<td>-1.112564211</td>
</tr>
<tr>
<td>Cancerous</td>
<td>5.827849271</td>
<td>0.138721631</td>
<td>0.023543888</td>
<td>0.471918074</td>
<td>135.2728664</td>
<td>65.69193021</td>
<td>0.033501385</td>
<td>-1.010531689</td>
</tr>
<tr>
<td>Cancerous</td>
<td>5.594377357</td>
<td>0.175427446</td>
<td>0.024295679</td>
<td>0.482573194</td>
<td>130.59</td>
<td>66.33883719</td>
<td>0.131987554</td>
<td>-0.957856238</td>
</tr>
<tr>
<td>Cancerous</td>
<td>7.265360007</td>
<td>0.160635423</td>
<td>0.019261046</td>
<td>0.448150545</td>
<td>133.8167597</td>
<td>74.14183539</td>
<td>-0.042803891</td>
<td>-1.198512145</td>
</tr>
<tr>
<td>Cancerous</td>
<td>5.708425753</td>
<td>0.147036897</td>
<td>0.028238552</td>
<td>0.480152944</td>
<td>144.6452734</td>
<td>65.12945972</td>
<td>-0.42095194</td>
<td>-0.92053318</td>
</tr>
<tr>
<td>Cancerous</td>
<td>7.675329391</td>
<td>0.034484605</td>
<td>0.01967175</td>
<td>0.427792352</td>
<td>131.2605339</td>
<td>71.21036228</td>
<td>-0.077500889</td>
<td>-1.164420021</td>
</tr>
<tr>
<td>Cancerous</td>
<td>7.052480683</td>
<td>0.084944427</td>
<td>0.020710485</td>
<td>0.443627543</td>
<td>133.8761764</td>
<td>70.20559377</td>
<td>-0.122408323</td>
<td>-1.145964752</td>
</tr>
<tr>
<td>Cancerous</td>
<td>7.461976955</td>
<td>0.072204164</td>
<td>0.019454916</td>
<td>0.433999586</td>
<td>129.7835872</td>
<td>71.4665036</td>
<td>-0.039135637</td>
<td>-1.144767362</td>
</tr>
</tbody>
</table>
mathematical measures. Graph cut segmentation technique is used for segmentation of tissue image. From the segmented image structural and statistical features are extracted to train the Support Vector Machine. The same features of the test image can be given to the trained classifier to detect the tissue image is cancerous or not. Once the training is over the system automatically able to detect cancer. In future enhancement histopathological image has been conducted for various cancer detection and grading applications, like prostate, breast, kidney and lung. Using different segmentation method, feature extraction and classification techniques can be used to classify or analyze the histopathology images and also reduces the computation time.
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