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Abstract: The process of data mining is to extract information from a data set and transform it into an understandable structure. The 

clustering task plays a very important role in many areas such as exploratory data analysis, pattern recognition, computer vision, and 

information retrieval. The key idea is to view clustering as a supervised classification problem, in which we estimate the “true” class 

labels. The problem of determining the valid number of clusters is not easy. To overcome this problem many well known methods are 

used to find a correct number of clusters i.e. Gap statistic, Path based clustering and Figure of Merit (FOM) but these methods could 

not solve the problem of finding number of clusters efficiently. This paper focuses on “Average Intracluster Distance” index to validate 

the estimated number of arbitrary shaped clusters. In hadoop the proposed technique is based on the local relations between patterns 

and their clustering labels which makes use of Minimum Spanning Tree (MST) algorithm based on the multiplicity property of MST to 

get accurate results in efficient manner . 
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1. Introduction 
 

Cluster analysis is an important and widely used for deter-

mining the clusters of known and unknown class labels us-

ing clustering methods. Clustering is the process of orches-

trating data into meaningful groups, and these groups are 

called clusters. It identifies groups of related records that can 

be used as a starting point for exploring further relationships. 

Clustering can be seen as a generalization of classification. 

Classification is more similar to just finding “where to put 

the new object in”. Clustering on the other hand analyzes the 

data and finds out characteristics in it, either based on res-

ponses (supervised) or more generally without responses 

(unsupervised). The proposed methodology introduces a 

new approach for determining number of clusters. To 

achieve this, the new approach uses minimum spanning tree 

for the given dataset. 

 

The most local relationship between the datapoints is one of 

the first neighbours and the connected graph that better fol-

lows this concept is the minimum spanning tree. The main 

part of work done on this paper is a new clustering valida-

tion index based on a new distance called average intraclus-

ter distance measure that can find unsupervised clusters.  

 

This paper describes the previous work done on clustering 

validation, clustering validation methods also a cluster vali-

dation index called average intracluster distance. The results 

of the validation index are obtained parallel in the hadoop 

environment. 

 

2. Related Work 
 

The validation of the clustering process is based on the com-

prehension of biological information related to the problem. 

The use of this kind of information helps to define “natural 

groups,” and thus, it helps to find meaningful clusters in 

problems where that knowledge is valid. However, this type 

of methods can be too focused on the problem at hand, 

which can finally lead to an analysis that is only valid for a 

unique set of data.  

 

The work by Yeung et al., gives a clear example of Graphi-

cal validation methods that rely on different working prin-

ciples but the nature of their output demands that the analyst 

selects a solution. The authors proposed Figure of Merit 

(FOM), a method that assumes that clusters can be validated 

by an unseen condition. To study the likeliness of a c-cluster 

model solution, the authors analyze the average response on 

unobserved features. The unobserved features are used in a 

validation step to provide an estimate of the error of the 

clustering solution on these conditions. As output, the me-

thod draws a response curve, from which the user must se-

lect the most appropriate number of clusters using a different 

working principle [1].  

 

A. Ben-Hur proposed “natural grouping” to describe patterns 

forming clusters described by a hidden definition, i.e., clus-

ters formed by a rule unknown to the analyst. Once the “nat-

ural groups” are defined, it is possible to use the previous 

similarity function or clustering validation index to find the 

most likely number of clusters for a given clustering algo-

rithm. The work by I. Dhillon introduces a new validation 

measure that can detect arbitrary-shaped clusters. To achieve 

this, the new cluster validation index uses the minimum 

spanning tree (MST) of the data. The only assumption made 

about clusters, to guarantee their detection, is that the maxi-

mum first-neighbor distance should be less than clusters 

separation [2]. 

 

Monti et al. proposed a method named Consensus Cluster-

ing. The validation process is based on many clustering 

rounds, i.e., clustering ensembles, which allows the user to 

visualize the different clustering solutions to inspect its con-

stancy. This method uses a robotic ad hoc rule based on the 

difference in the area between successive cumulative density 

function defined by the clustering solution on the consensus 
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matrix. The graphical output based on this rule is used to 

select the number of clusters. The authors demonstrated that 

their results are corresponding to the ones of the gap statistic 

[3]. However, the results of Monti et al. can be difficult to 

discriminate since the solution may not be unique. To ana-

lyze the reasons of multiple clustering solutions, one would 

need to analyze consensus matrices or the cumulative densi-

ty functions. In general, graphical output requires proficient 

knowledge to understand results and find an answer, even in 

the cases of automatic methods like Prediction Strength and 

Consensus Clustering. 

 

R. Tibshirani developed a gap statistic method. This method 

uses Within Cluster Sum of Squares (WSS). A kernel gap 

statistic method would require to change the within clusters 

sum of squares by a kernel to detect nonglobular clusters [4]. 

 

Tibshirani and Walther, developed a method for clustering 

validation called Prediction Strength that is based on apply-

ing two rounds of clustering, first to a training set and then 

to a test set. The resulting train and test labels are used to 

create a co-membership matrix. This is used by the authors 

to outsmart the problem of labels assignment between train 

and test sets. The prediction strength index is then calculated 

over the co-membership matrix. This measure represents the 

property of the hypothesis that the data have c clusters [5].  

 

Dhillon et al., proposed an interesting weighted kernel 

kmeans algorithm. The optimization rule that the authors 

describe for kernel k-means could be also used for a Kernel 

gap statistic method. Merging the optimization rule from 

Dhillon et al. with the gap statistic could be useful to find 

nonglobular clusters, although this modification comes with 

the challenge to set extra parameters. The key feature of 

these methods is that they have a simple automatic rule that 

informs its user the number of clusters detected. This quality 

is most important for users with little or no clustering know-

ledge. This paper searches the use of an MST to find clusters 

with arbitrary shapes [6]. 

 

A. Azaran developed a “Spectral Methods for Automatic 

Multiscale Clustering”. The method is related to changing 

scales or clusters densities that limit the power of the Gaus-

sian Kernel to describe the data. This, in turn, leads Spectral 

Clustering to bad clustering solutions. For these cases, ker-

nel gap may also experience problems in combination with a 

Gaussian Kernel because of the direct relation to Spectral 

Clustering [7]. 

 

Pihur et al. developed an automatic method that was making 

use of a set of validation indexes to place a group of cluster-

ing algorithms for a given clustering task. This method au-

tomatically selects the best clustering algorithm by simulta-

neously testing multiple validation methods [8]. 

 

The validation of the clustering process is based on the com-

prehension of biological information related to the problem. 

The use of this kind of information helps to define “natural 

groups,” and thus, it helps to find meaningful clusters in 

problems where that knowledge is valid. However, this type 

of methods can be too focused on the problem at hand, 

which can finally lead to an analysis that is only valid for a 

specific set of data [9]. 

In the validation literature, there are many boulevard of re-

search that aim to solve relevant validation problems. The 

present work has a narrower focus, aiming at solving some 

inadequacy of previous validation methods. We limit our-

selves to the comparison of single validation methods. 

 

Ariel E. Baya and Pablo M. Granitto proposed an average 

Intracluster Distance (IC-av). The IC-av represents the aver-

age sum of the maximum edges between all pairs defined 

along the Minimum Spanning Tree (MST) algorithm. To 

evaluate the closeness between the clusters the IC-av makes 

use of local relationship between the points. Thus, it can be 

used to detect the correct number of clusters [10]. 

 

The main contribution of this work is a new clustering vali-

dation index based on IC-av distance measure that can find 

number of unsupervised clusters parallel in the hadoop envi-

ronment. 

 

3. Existing System 
 

This section describes some of the validation methods that 

are used to validate the quality of the solution given by the 

previous methods that are used to find the correct number of 

clusters for a given data set.  

 

A. Consensus Clustering 

Monti et al. [5] developed a method named consensus clus-

tering. This validation process is based on many clustering 

rounds, i.e., clustering collections, which allows the user to 

visualize the different clustering solutions to inspect its sta-

bility. This method uses an automatic ad hoc rule based on 

difference in the area between successive cumulative density 

function defined by the clustering solution on the consensus 

matrix. The graphical output based on this rule is used to 

select the number of clusters. The author showed that their 

results are comparable to the ones of the gap statistic [6]. 

The results of Monti et al. can be difficult to discriminate 

since the solution may not be specific. To analyze the rea-

sons of multiple clustering solutions, one would need to ana-

lyze consensus matrices or the cumulative density functions. 

In general, graphical output requires proficient knowledge to 

understand the results and find an answer, even in the cases 

of automatic methods like Prediction Strength and Consen-

sus Clustering. For an instance consider a cluster ensemble 

C = {c1, c2, cn} of n data points X = {x1, x2, xn} as an in-

put to clustering algorithm. Compute consensus matrix using 

a set of connectivity matrices. The consensus matrix M is an 

n*n matrix such that M(C) ij = number of times object xi in 

the ensemble C. for a given clustering Ci, define an adjacen-

cy matrix Ai as,  

𝐴𝑖𝑗 =  
1,  𝑖𝑓 𝑜𝑏𝑗𝑒𝑐𝑡 𝑥𝑖 𝑤𝑎𝑠 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑒𝑑  𝑤𝑖𝑡ℎ 𝑥𝑗 
0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   

 

Thus, consensus matrix M would be the sum of adjacency 

matrix of each clustering in the collection M(C) =  𝐴𝑖𝑁
𝑖=1  . 

The entry (i, j) in the consensus matrix records the number 

of times i and j are assigned to the same cluster divided by 

the total number of times as selected. It should be clear that 

consensus matrix is symmetric i.e. M(i, j) = M( j, i) for all i 

and j. example : C1 = { {1, 2, 3, 4} {5, 6, 7, 8, 9} {10, 11}} 

, k1=3. C2 = {{1, 2, 3, 4} {5, 7} {6, 8, 9} {10, 11}}, K2=4. 
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C3 = {{1, 2} {3, 4} {5, 6, 8} {7, 9} {10, 11}}, k3=5. The 

consensus matrix for the ensemble is as follows:  

 

 
Figure 3.1: The Consensus Matrix for Sample Data 

 

In the given consensus matrix, each row and column headers 

represent the datapoints in the clusters C1, C2, and C3. For 

the cluster C1 it has three different groups of datapoints, also 

similarly in C2 it has four and in C3 it has two different 

groups of datapoints. The values inside the matrix are writ-

ten based on the number of times the object xi is clustered 

with the xj. In the above consensus matrix, each cluster 

representing a block diagonal value as 3 in the red rectangu-

lar box. Hence the resulting consensus matrix is clearly indi-

cates with k
*
= 3. But for the high dimensional datasets the 

interpretation of consensus matrix is very complex to deter-

mine the valid number of clusters [3]. 

 

B. Gap Statistic  

The gap statistic is a method for estimating the optimal 

number of clusters. This technique is based on the idea that 

the change in within-cluster dispersion with the increase of 

the number of clusters and is expected under a reference 

distribution for random data. First, assume that there are a 

set of samples {xi} then by use of the clustering method, the 

resultant clusters C1, C2 . . . Ck can be obtained. For any 

cluster Cr, the sum of the pair wise distances d
2
 (xi, xi’), for 

all points in cluster r is calculated. And the sum of within-

cluster dispersion Wk is defined as the following equation 

𝑊𝑆𝑆 =   
1

𝑁𝑟

𝑐

𝑟=1

 𝑑2 𝑥𝑖 , 𝑥𝑘 ,𝐸𝑞𝑛. (3.1)

𝑖 ,𝑘∈𝐿𝑟

 

Where d = The Euclidean distance and nr = the number of 

clusters. K= 1, 2, K clusters. Euclidean distance is used to 

calculate the distance between the i
th

 observation and the k
th

 

cluster. The index presented in the eqn. (3.1) estimates clus-

ter closeness. The gap statistic uses the kmeans algorithm to 

estimate the optimal number of clusters for the given data-

set. For an instance consider iris dataset, the data set con-

sists of 50 samples from each of three species of Iris (Iris 

setosa, Iris Virginica and Iris Versicolor). Four features 

were measured for each sample: the length and the width of 

the sepals and petals, in centimeters. The result of Within 

Cluster Sum of Square (WSS) for the iris dataset is as fol-

lows: 

 

 
Figure 3.2: The WSS of Iris Dataset. 

 

The Fig. 3.2 plot is the within cluster sum of square distance 

versus the number of clusters. It indicates that there is a dis-

tinct drop in within group’s sum of squares when moving 

from 1 to 3 clusters. After three clusters, this decrease drops 

off, suggesting that a 3-cluster solution may be a good fit to 

the data. The estimated number of cluster for the iris data set 

is 3. A curve in the graph can suggest the appropriate num-

ber of clusters. We can see in the above graph the WSS from 

third cluster it is sequentially plotted as though number of 

cluster increases. It means that the valid number of clusters 

for the iris dataset is three. In contrast to the result of WSS, 

the gap statistic for the iris dataset is as follows: 

 

 
Figure 3.3: The Gap Statistic for Iris Dataset 

 

The figure 3.3 plot is the gap versus the number of clusters 

k. From the above gap statistic plot it is very difficult to de-

termine the optimal number of clusters in the case of high 

dimensional dataset because the results of the gap statistic 

are not perfectly discriminated. Hence to overcome these 

problems, the use of average intracluster distance measure is 

processed in the Hadoop environment to estimate the valid 

number of clusters in a well suitable form. 
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4. Proposed System 
 

This section describes an approach for determination of clus-

ter using the hadoop environment. If possible multiplicity of 

MST property is true, and then the MSTs can be processed 

parallel in the Hadoop environment in order to get more 

accurate results in an efficient manner. This section de-

scribes the algorithms like Minimum Spanning Tree (MST) 

which is used to deduce a pairwise distance to discover non-

spherical groups of clusters more accurately. The concept of 

average Intracluster distance method is used to find the valid 

index for determining the correct number of cluster for a 

given data set. 

 

A. Determination Of Cluster In The Hadoop Environment 

Hadoop is a powerful open-source platform for handling 

massive datasets at scale by processing the big data in a dis-

tributed fashion on large clusters of commodity hardware. 

The use of hadoop in the cluster analysis is designed specifi-

cally for storing and analyzing huge amount of unstructured 

data in a distributed computing environment. In the pro-

posed methodology, the dataset is given as an input to clus-

tering process model. For the given dataset an undirected 

connected minimum spanning tree (MST) graph is generat-

ed. If the possible multiplicity of MST property holds true, 

then for each MST graph the pairwise maximum edge dis-

tance (MED) is calculated. Using the MED the average In-

tracluster index is obtained to determine the cluster solution 

in the hadoop environment. The NameNode in the hadoop 

environment stores the location of the given data. The Data-

Node process the dMED and IC-av functions parallel in the 

hadoop environment which produces the results in an effi-

cient timely manner.  

 

1) Partitioning of MST Based on MED: The partitioning 

of minimum spanning tree organizes the objects into several 

exclusive groups of cluster in order to define the average 

Intracluster index. Given an undirected, connected, and 

weighted MST graph, based on the pairwise maximum edge 

distance, the graph is partitioned into two groups. Again it is 

repeated recursively until it confines to a single cluster. The 

result of each partitioned MST is used to define the average 

Intracluster distance for each of the MSTs.  

 

2) The Average Intracluster Distance: The Average 

Intracluster Distance method used to detect the correct num-

ber of clusters in many arbitrary shaped and globular cluster-

ing shapes. The gap statistic method is combined with aver-

age Intracluster (IC-av) index to detect number of arbitrary 

shaped clusters present in the given data set. The set X ε R
d
 

of N data points {X1, X2 …XN} where each point xi is de-

scribed by d features xij (j = 1, 2, d). The set L is a clustering 

solution, a set of labels that divides X in c clusters {L1, L2 . 

. . Lc}. Both sets X and L can be used as parameters of a 

function that measures the quality of the clustering solution 

L in X. A common example of this is the WSS. The index 

presented in the Eqn. (3.2.1) estimates cluster closeness, but 

instead of assuming spherical shape, it assumes that clusters 

are connected structures with arbitrary shape. Patterns from 

data set X are used to construct an undirected complete 

graph G (V, E) = xi  vi and edge eik corresponds to the pair-

wise distance between vertex vi and vk.  

 

The idea followed by the new validation index is to use local 

relationship between points to evaluate the global closeness 

between the clusters formed in X. The most local relation-

ship between points is the one of first neighbours and the 

connected graph that better follows this concept is the mini-

mum spanning tree. A MST (V, E
t
) where E

t 
 Er, uses local 

information to form a graph that joins all vertex. This struc-

ture restricts the original Euclidean space to the paths 

formed by the edges of the MST. From the set of edges E
t
, it 

is possible to deduce a pairwise distance to detect non spher-

ical groups of clusters more accurately. In this work, the 

pairwise distance between vertexes is defined by the longest 

edge in the path joining a pair of points. Validating, 

Pik=G
'
(Vp, Ep

t
) is a sub graph from MST (V, E

t
) where (Vp 

V) and (E
t
p  E

t
) are the subsets of vertex and edges that 

form the path between vertex vi and vk where vi, ϵ vk and vk 

are part of the path. Using the previous notation, a new dis-

tance named Maximum Edge Distance (MED) is defined as  

dMED  vi , vk = dik
MED =   Ep

t ∈
Pik

max ep
t  
 , (Eqn 4.1) 

 

In the Eqn. (4.1), Pik represents the longest edge path. e
t
p 

represents the maximum weighted edge in the MST path, 

vi,vk are the vertices of single edge in the MST graph. E
t
p is 

the subset of vertex and edges that from the path between 

vertex vi and vk. The intracluster closeness among the mem-

bers of a partition can be defined as the average of the pair-

wise MED distance among those members. This leads to the 

definition of the average intracluster gap:  

IC − av =   
1

nr
  dMED

2 (xi , xk)i,k∈Lr
c
r=1  , (Eqn 4.2) 

 

Where in the Equations (4.2), C – clusters, r - represents 

class label, nr is the number of cluster Lr and d (...) is the 

pairwise maximum edge distance and xi,xk are the values of 

the datapoints. The Equation (4.2) and (3.1) are the same: 

they only dissent in the averaged metric. While the WSS has 

a simple interpretation, it is the squared distance toward the 

clusters center, the IC-av represents the average sum of the 

maximum edges between all pairs defined along the mini-

mum spanning tree. This measure can be interpreted as an 

idea of the closeness of the points in each cluster. It is a 

measure that considers local relationships and that makes no 

assumptions about clusters shape. Thus, it can be used to 

detect the correct number of clusters in many arbitrary-

shaped and globular clustering shapes. To actually detect the 

number of clusters, the new metric is combined with the gap 

statistic. This method was shown useful by the authors to 

detect spherical shaped clusters. The use of the new IC-av 

will amend the previous method so it can detect groups of 

patterns with different shapes. 

 

B. System Architecture 

The architecture design process is concerned with establish-

ing a basic structural framework for a system. It involves 

identifying the major components of the system and com-

munications between these components. 
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Figure 4.2.1: Architecture of Proposed Methodology 

 

C. Modules 

1) Construct an Undirected Complete Graph for the 

Given Dataset: A graph is a representation of a set of objects 

where some pairs of objects are connected by links. The 

interconnected objects are represented by mathematical ab-

stractions called vertices, and the links that connect some 

pairs of vertices are called edges. An undirected graph is one 

in which edges have no orientation. The edge (a, b) is iden-

tical to the edge (b, a), i.e., they are not ordered pairs, but 

sets {u, v} (or 2-multisets) of vertices. The maximum num-

ber of edges in an undirected graph without a self-loop is n 

(n - 1)/2. 

 

 
Figure 4.2.2: A simple Undirected Complete Graph of Iris 

dataset. 

 

2) Create a Minimum Spanning Tree (MST) for the 

Graph : Given a connected, undirected graph of a dataset, a 

spanning tree of that graph is a subgraph that is a tree and 

connects all the vertices together. A single graph can have 

many different spanning trees. We can also assign a weight 

to each edge, which is a number representing how unfavora-

ble it is, and use this to assign a weight to a spanning tree by 

calculating the sum of the weights of the edges in that span-

ning tree. The most local relation between datapoints is the 

one of first neighbours and the connected graph that better 

follows this concept is the minimum spanning tree. A MST 

(V, E
t
), where E

t
 E, uses local information to form a graph 

that joins all vertex. This structure limits the original eucli-

dean space to the paths formed by the edges of the MST.  

 

To find minimum spanning tree for the graph it uses Prim’s 

algorithm. Prim's algorithm is a greedy algorithm that finds 

a minimum spanning tree for a connected weighted undi-

rected graph. This means it determines a subset of the edges 

that forms a tree that includes every vertex, where the total 

weight of all the edges in the tree is minimized. 

 
Figure 4.2.3: MST of an Undirected Graph for Iris dataset 

 

3) Partition the Dataset and Compute Average Intrac-

luster Distance: The intracluster closeness among the mem-

bers of a partition can be defined as the average of the pair-

wise MED distance among those datapoints. From the set of 

MST edges E
t
, it is possible to deduce a pairwise distance to 

detect nonspherical groups of clusters more accurately. In 

this work, the pairwise distance between vertexes is defined 

by the longest edge in the path joining a pair of points. Vali-

dating, Pik=G(Vp,Ep
t
) is a subgraph from MST(V, E

t
) where 

Vp  V and E
t
p  E

t
 are the subsets of vertex and edges that 

form the path between vertex vi and vk where vi, vk € Vp, 

i.e., vi and vk are part of the path. Using the previous nota-

tion, a new distance named maximum edge distance (MED). 

The distance is symmetric, dik
MED

 = dki
MED

; always positive 

dik
MED 

>= 0; satisfies identity, dii
MED

 = 0 and also the triangle 

inequality. 

 

The IC-av represents the average sum of the maximum 

edges between all pairs defined along the MST (Minimum 

Spanning Tree). This measure can be interpreted as an esti-

mation of the closeness of the points in each cluster. It is a 

measure that considers local relations and that makes no 

premises about clusters shape. Thus, it can be used to detect 

the correct number of clusters in many arbitrary-shaped and 

globular clustering shapes. To actually detect the number of 

clusters, the new metric is combined with the gap statistic. In 

this method, the number of clusters c increases from 1 to 

cmax, where cmax is greater than c* (cmax > c*) and c* 

represents the true number of clusters that the method is 

trying to detect. The average sum given by (3) measures the 

changes in the clustering solutions as the number of parti-

tions c varies from 1 to cmax. 

 

5. Conclusion  
 

The proposed methodology focuses on the computation of 

intracluster distance in the hadoop environment. This is 

achieved by constructing the graph for the given dataset. 

Using the undirected graph, the MST (Minimum Spanning 

Tree) of the graph is constructed. This MST graph is taken 
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as an input to obtain the pairwise Maximum Edge Distance 

(MED).MED is used to compute the average Intracluster 

Distance. This method is based on the relationship between 

patterns and their clustering labels. The dMED and IC-av 

functions can be processed parallel in the hadoop environ-

ment in order to produce more accurate results in an efficient 

timely manner for both artificial and gene expression data-

set. 
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