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Abstract: Tackling urban road congestion by means of ITS technologies, involves a number of key challenges. One such challenge is 

related to the accurate detection of traffic incidents in urban networks for more efficient traffic management. It combines K-means 

Clustering algorithm and Naive bayes techniques in light of the fault diagnosis theory. In the core of the proposed approach lies a more 

efficient feature extraction technique, based on the dynamic characteristics of data corresponding to those vehicles that are involved in 

incidents. In the core of the proposed approach lies a more efficient feature extraction technique, based on the dynamic characteristics 

of data corresponding to those vehicles that are involved in incidents. Our work observe show dynamic aspects of measured data can be 

exploited for extracting features that result in measurable improvement of the incident detection rate by the application of a Naive 

bayes. 
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1. Introduction 
 
TRAFFIC incidents are a critical problem in modern 
transportation systems. They cause congestion on the road 
and reduce the efficiency of transportation systems. 
According to, incidents cause 12 to 33 percent of congestion 
in major developed countries. Thus, automatic incident 
detection (AID) is a crucial component of intelligent 
transportation systems (ITSs) and has attracted the interest of 
many researchers. 
 
Moreover, it has an economical and environmental impact, 
as it is directly associated with fuel consumption and air 
pollution. It is proven that a significant rate of congestions is 
produced due to incidents. By incidents, we refer to unusual 
events that take place in roads and can interrupt the smooth 
traffic flow. Examples of such incidents include car 
accidents, interruptions due to extreme weather conditions or 
high concentration of people who demonstrate, etc. The 
financial cost and the discomfort of thousands drivers caused 
by incidents, are so big that impose the need for more 
effective detection and immediate treatment. 
 
In AID research, incidents usually refer to any nonrecurring 
events that may disrupt normal traffic flow and reduce the 
traffic capacity of a road. Effective and efficient detection of 
incidents can expedite response and intervention by 
administrative agencies and reduce the possible loss caused 
by incidents in terms of life, Money and Time. 
 
2. Motivation 
 
Tackling urban traffic has a great societal impact, as it 
affects the quality of transportation in cities for citizens. 
Moreover, it has an economical and environmental impact, 
as it is directly associated with fuel consumption and air 

pollution. It is proven that a significant rate of congestions is 
produced due to incidents. By incidents, we refer to unusual 
events that take place in roads and can interrupt the smooth 
traffic flow. Examples of such incidents include car 
accidents, interruptions due to extreme weather conditions or 
high concentration of people who demonstrate, etc. The 
financial cost and the discomfort of thousands drivers caused 
by incidents, are so big that impose the need for more 
effective detection and immediate treatment. 
  

3.  Literature  Survey 
 
(I) Application Context and Data Source  

AID is mainly applied in two traffic contexts: freeways and 
urban roads. In general, freeways have uninterrupted traffic 
flow and relatively homogenous traffic patterns. Urban roads 
are usually characterized by irregular traffic flow, which is 
caused by turns and traffic controls. Data needed for AID are 
usually collected from three sources: static sensors, dynamic 
sensors, and traffic cameras. (Here, we separate traffic 
cameras from the other two types of sensors because of their 
unique features.) Static sensors mainly include loop 
detectors, which can provide numerical traffic information, 
such as volume, occupancy, and speed. Dynamic sensors are 
usually installed on probe vehicles to provide a continuous 
stream of measurements of the streets that they pass by. 
Traffic cameras provide video clips of the roads. Videos 
from traffic cameras can be either converted into numerical 
variables or directly used for detecting incidents with the 
help of computer vision techniques. 
 
(ii) Comparative Algorithms: Based on the comparison 
between the occupancy values that occur in two consecutive 
roads. The first one is the road in question (i.e., the one that 
is checked for incident occurrence) and the second one is the 
next road in the same flow direction. If the value of the 
occupancy of the next road is much lower than the 
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occupancy of the current road, then it is assumed that an 
incident occurs. 
 
(iii) Statistical algorithms: Calculate statistical differences 
from the occurring data and the predicted or estimated data. 
 
(iv) Time series algorithms: Time series algorithms consider 
that the traffic data can be represented by a standard pattern 
over time. In order to calculate this pattern, time series 
models are applied. Thus, after calculating the regular data 
model for any considered time interval ahead, simple 
comparison with the real data evolving pattern may reveal an 
incident by detecting any deviation from the regular model. 
 
(v) Machine Learning: AID algorithms in the ML category 
usually consider incident detection as a binary classification 
problem, where each instance is the traffic on a road segment 
at a particular time. Features describing the instance are 
generated and fed into an ML classifier to decide whether an 
incident happened or not. 
 
(vi)Car-Following Data Collection Methods: Car-Following 
studies typically collect vehicle trajectory data through 
various means, including naturalistic, simulator, and video 
data collection methods. 
 
(vii) Car-Following Models:  
Car-following models are designed to process various 
stimuli, such as the headway distance between vehicles, and 
produce a response or action, such as the driver decelerating 
to maintain a certain following distance. The main categories 
of car following are action-point, linear models, non-linear 
models. 
 
4. Design Techniques 
 
(1) K-Means Clustering 

k-means clustering is a method of vector quantization, 
originally from signal processing, that is popular for cluster 
analysis in data mining. k-means clustering aims to partition 
n observations into k clusters in which each observation 
belongs to the cluster with the nearest mean, serving as a 
prototype of the cluster. This results in a partitioning of the 
data space into Voronoi cells. The problem is 
computationally difficult (NP-hard); however, there are 
efficient heuristic algorithms that are commonly employed 
and converge quickly to a local optimum. These are usually 
similar to the expectation-maximization algorithm for 
mixtures of Gaussian distributions via an iterative refinement 
approach employed by both algorithms. Additionally, they 
both use cluster centers to model the data; however, k-means 
clustering tends to find clusters of comparable spatial extent, 
while the expectation maximization mechanism allows 
clusters to have different shapes. Given a set of observations 
(x1, x2, …, xn), where each observation is a d-dimensional 
real vector, kmeans clustering aims to partition the n 
observations into k (≤ n) sets S = {S1, S2, …, Sk} so as to 
minimize the within-cluster sum of squares (WCSS). In other 
words, its objective is to find: 

  
 
where μi is the mean of points in Si. 
 
(2) Naïve bayes Algorithm 

Naive Bayes is a simple technique for constructing 
classifiers: models that assign class labels to problem 
instances, represented as vectors of feature values, where the 
class labels are drawn from some finite set. It is not a 
single algorithm for training such classifiers, but a family of 
algorithms based on a common principle: all naive Bayes 
classifiers assume that the value of a particular feature 
is independent of the value of any other feature, given the 
class variable. For example, a fruit may be considered to be 
an apple if it is red, round, and about 10 cm in diameter. A 
naive Bayes classifier considers each of these features to 
contribute independently to the probability that this fruit is 
an apple, regardless of any possible correlations between the 
color, roundness and diameter features. 
 
For some types of probability models, naive Bayes 
classifiers can be trained very efficiently in a supervised 
learning setting. In many practical applications, parameter 
estimation for naive Bayes models uses the method 
of maximum likelihood in other words; one can work with 
the naive Bayes model without accepting Bayesian 
probability or using any Bayesian methods. Despite their 
naive design and apparently oversimplified assumptions, 
naive Bayes classifiers have worked quite well in many 
complex real-world situations. In 2004, an analysis of the 
Bayesian classification problem showed that there are sound 
theoretical reasons for the apparently implausible efficacy of 
naive Bayes classifiers. Still, a comprehensive comparison 
with other classification algorithms in 2006 showed that 
Bayes classification is outperformed by other approaches, 
such as boosted trees or random forests. An advantage of 
naive Bayes is that it only requires a small amount of 
training data to estimate the parameters necessary for 
classification. 
 
5.  Conclusion 
 
A By using hybrid approach, we can get most accurate 
solutions for traffic incident detections. We have proposed a 
hybrid approach that combines K-means clustering and 
Naïve-Bayes to address the incident detection problem in 
ITS. We presented an AID system based on a SVM 
implementation that shows improved performance after 
selecting appropriate features. The purpose of our research 
was to select those SVM features and parameters that 
provide the most accurate solutions for traffic incident 
detection. After experimenting with several combinations of 
features, we confirmed that adding the average deviation of 
the speed of each road that is examined for detecting 
incidents, as a new feature, decreases the value of MTTD, 
hence the incidents are detected faster. 
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