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Abstract: Big-data is broadly distributed data processing applications that operate on large amount of data. The growing power of Big 

Data assume the significance of analyzing huge amount of data with a frequent and quick rate of growth and change in databases and 

data warehouses. An inspection of the MapReduce framework is that the framework creates a large amount of transitional data. This 

survey aims that the modern techniques for parallel query processing using MapReduce. The main fact of data analytics is scalability, 

due to the huge volume of data that need to be extracted, processed, and analyzed in a sensible fashion. MapReduce is most popular 

framework for large-scale data analytics mainly due to its salient features like scalability, fault-tolerance, simple programming, and 

flexibility. 
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1. Introduction 
 
Big data belongs to datasets whose size is outside the 
capacity of usual database software tools to capture, store, 
manage, and analyze [2]. “Big Data", described by the 
unusual volume of data, data generation velocity, and 
structural variety of data, support for extensive data analytics 
form a mainly challenging task [5]. The main aim of big data 
is to help companies make better business decisions by 
facilitating data scientists and users to analyze huge volumes 
of transaction data and other data sources [6]. With the help 
of predictive analytics and knowledge mining big data can be 
easily processed but due to unstructured data it may not fit in 
traditional data warehouse [6]. But traditional data 
warehouses are unable to handle the processing demands of 
big data. Apache is founded by Hadoop and it is a software 
framework for processing large datasets. It uses Hadoop 
Distributed File System (HDFS) for storage purpose and 
MapReduce for processing components of Hadoop [2]. 

 
For the large-scale processing and analysis of vast data sets 
MapReduce is the most popular framework. MapReduce 
programming is useful for processing large datasets. 
MapReduce uses 2 functions: Map and Reduce function. 
User can write the Map function which takes input and 
produces a set of key/value pairs. This all produced values 
with the same intermediate key I is grouped by the 
MapReduce library and then passes it to the Reduce function. 
The Reduce function is also written by the user which accepts 
and a set of intermediate key I and values for that key. It 
merges these values to obtain probably smaller set of values 
[2]. 
 
The main function of MapReduce framework executes on a 
single master machine where input data is preprocessed 
before map functions are called and/or post process the 
output of reduce functions. As per need of applications, a 
pair of map and reduce functions may be executed once or 
more time. The research area has newly received a lot of 
attentions for developing MapReduce algorithms for examine 

big data [7]. 
 
2. Big Data 
 
Big data refers to datasets whose size is away from the 
capacity of typical database software tools to capture, store, 
manage, and analyze. The possible sources of big data are:  
 
Traditional project data contains customer information from 
CRM systems, Transactional ERP data, Web store 
transactions, and common ledger data. Data like Call Detail 
Records (CDR), weblogs, smart meters, manufacturing 
sensors, equipment logs, and trading systems data are 
machine generated data. A customer feedback stream, micro-
blogging sites like Twitter and social media platforms like 
facebook are comes under social data. There are some other 
sources of data like Health care, Public sector, Retail and 
Manufacturing [2]. As per report of SINTF, world's 90% data 
was generated over the past two years. From the last few 
years due to new and advanced technologies has developed 
which was responsible for improving the data consumers 
enthusiasm to create, store and consume data [3]. 
 
2.1 Characteristics of Big data 
 
The collection of large and complex data sets that are 
difficult to process using on-hand database management tools 
or traditional data processing applications is big data. Big 
data have some properties which include volume, variety and 
volume. 
 
 Volume: The volume of data at this point is very vast and 

is produced from a lot of different devices. The data size is 
generally in terabytes and petabytes. For privacy protection 
this data needs to be encrypted. 

 Velocity: This explains the real time characteristic 
establish in several data sets for example streaming data. 
The result that fails to spot the precise time is usually of 
little value. 
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 Variety: Big data consists of a mixture of different types 
of data i.e. structured, unstructured and semi structured 
data. The data may be in many different forms like: blogs, 
videos, pictures, audio files, location information etc[3]. 

 
Figure 1: Big data formation characteristics 

 
2.2 Traditional DBMS Vs Big Data 
 
Big Data’s scalable technologies need to process well huge 
amount of data within acceptable times. Big Data scalable 
technologies contain MPP databases, the Apache Hadoop 
Framework, the Internet, and archival storage systems [2]. 
MapReduce is matching to DBMS, not a opposing 
technology. 
 Parallel DBMS are capable for querying of large data sets. 
 MR-style systems are for composite analytics and ETL 

tasks. 
 Parallel DBMS need data to fit into the relational model of 

rows and columns.  
 In distinguish, the MR model doesn’t need that data files 

remain to a schema defined using the relational data model. 
That is, the MR programmer is free to charge structure of 
their data in every way or even to have no structure at all 
[2]. 
 

3. What is Hadoop? 
 
Hadoop has been efficiently used by many corporations 
including AOL, Amazon, Facebook, Yahoo and New York 
Times to run their applications on clusters. For example, 
AOL uses it for analyzes the behavioral samples of their 
users to offer requisite services. MapReduce parallel 
processing framework is from Apache Hadoop which is an 
open source implementation of the Google’s. Hadoop 
isolates the fine points of parallel processing, in which it 
includes data distribution to processing nodes, restarting 
failed subtasks and consolidation of results after 
computation. Using this framework developer can write 
parallel processing programs that spotlight on their division 
problem, rather than parallelization issues. Hadoop consist of 
1) Hadoop Distributed File System (HDFS) and 2) Hadoop 
MapReduce: a software framework [4]. 
 
 
 

3.1 Characteristics of Hadoop 
 
 Scalable– As per demand of additional nodes those can be 

added without making any change in data formats, the way 
of data loading and in the way the jobs or application are 
written. 

 Cost effective– Hadoop introduce the especially parallel 
computing to commodity servers. The output is a 
considerable reduce in cost which in turn makes it 
inexpensive to model all the data. 

 Flexible– Hadoop is schema less so it can take any type of 
data like structured or not and it can accept data from 
number of different sources. This data can be joined and 
aggregated in random ways allowing detailed analysis than 
any other system can provide. 

 Fault tolerant– If any node is lost, the system is able to 
redirects work to another node of the data and continues 
processing without losing a beat. 

 
3.2 Hadoop Architecture 

 
Figure 2: Hadoop Architecture 

 
One of the primary components of Hadoop is HDFS. This 
clusters and designed like Master-slave architecture. The 
Master (NameNode) is responsible for managing the file 
system namespace and files operations like opening, closing, 
renaming and directories and also verifies the mapping of 
blocks to DataNodes along with flexible access to files by 
clients. Slaves (DataNodes) are responsible for performing 
read and write operation from the clients beside with block 
creation, deletion, and replication upon instruction from the 
Master (NameNode) [2]. 

 
Key benefits of Hadoop 
1) Capable to large files. 
2) Capable to be parallelism. 
3) Flexible implementation platform. 
4) HDFS also run already existing file system.  

 
4.  Mapreduce 

 
For processing and generating large dataset MapReduce 
programming model is used. Users can write a map function 
that processes a key/value pair to produce a set of 
intermediate key/value pairs, and a reduce function is capable 
of merging this all intermediate values associated with the 
same intermediate key. 
Programs written in this functional manner are automatically 
parallelized and executed on a large group of service 
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machines. At the execution-time system partition the input 
data, schedules the program's execution across a set of 
machines, handles machine failures and manage the 
necessary inter-machine communication. This permit 
programmers not including any knowledge with parallel and 
distributed systems to easily develop the resources of a large 
distributed system. Simplicity is the feature of MapReduce 
Model. Due to Map () and Reduce () can be written by users. 
Input data are collection of group in a distributed file system. 
Programs are added into a distributed-processing framework 
[2]. 

 
Figure 3: Hadoop simple cluster graphic 

 
MapReduce is popular due to its simple programming 
interface and excellent performance while applying a large 
range of applications. Such applications receive a huge 
amount of input data and also called as “Big-data 
applications”. As shown in Fig. 4.2, input data is first divide 
and then supply to workers in the map phase. Individual data 
substances are called records. Each worker got this splinted 
input from MapReduce system to produces records. 
Intermediate results generated in the map phase are shuffled 
and sorted by the MapReduce system and are then give to the 
workers in the reduce phase. Final results are produced by 
number of reducers and written to the disk. 

 
Conceptually the map and reduce functions gave by the 

user have connected Types:  
Map (k1, v1) → list (K2, v2)  
Reduce (K2, list (v2)) → list (v2)  

 
I.e., the input keys and values are drawn from a different 
domain than the output keys and values. Furthermore, the 
intermediate keys and values are from the same domain as 
the output keys and values [9].  

 
 

 
Figure 4: MapReduce programming model [1]. 

 

 
Figure 5: MapReduce data flow 

 
5. Conclusion 
 
This paper analyzes the concept of big data and how it differs 
from traditional database. It also clearly identifies the 
Hadoop environment, its architecture and how it can be 
implemented using MapReduce functions. So, it is sure that 
this paper helps the researches to understand the basic 
concepts of big data, Hadoop and MapReduce to move 
further. But this system has some errors like an observation 
of the MapReduce framework is that the framework 
generates a large amount of intermediate data. Such abundant 
information is thrown away after the tasks finish, because 
MapReduce is unable to utilize them. Once the results are 
produced then it will do same tasks for similar query for 
iterative execution of same query this produces the time 
consuming task and processing work more.  
 
In our future work, researcher must able to utilize this 
produced results data for further processing of similar query 
and must be reduce the processing time and processing cost 
of query to get better performance form system and system 
also able to use the produced results. 
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