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Abstract: The conventional data mining techniques are mainly focused on discovering the correlation between items that are more 

frequent in the transaction databases. In recent years, the research area has focused on infrequent itemset mining whose frequency of 

occurrence is less than or equal to a maximum threshold. Most of the existing system introduced to mine infrequent item set. These 

methods do not consider the utility of item set. The main objective of this work is to find out the infrequent weighted item set from 

weighted transactional database and group them according to the utility value. An efficient high utility based clustering algorithm is 

used to group the high utility infrequent weighted item set by using k-mean clustering algorithm. The utility of items is determined by 

taking into account factors such as profit deal, temporal characteristics of items. The utility of weighted items is greater than the 

minimum utility threshold which is known as high Utility based Infrequent Weighted Item set. These item sets are clustered by using k-

mean clustering algorithm. The proposed method achieves high performance in terms of scalability, accuracy and precision.  
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1. Introduction  
 
Data mining is the process of finding out the data from 
various resources and summarizing it into precious 
information. Data mining tasks are to find interesting 
patterns from databases, such as association rules, 
correlations, sequences, episodes, classifiers and clusters. 
Item set mining is one of the data mining methods which are 
used to find out the correlations among data. Discovering 
highly correlated item sets is known as frequent item set 
mining [1]. Items that are rarely found in the database are 
assumed to be uninteresting items and that are removed 
using the support measure. Such patterns are known as 
infrequent patterns [2]. 
 
In order to make use of weight in the mining process, several 
new concepts have been adapted. Support value is used in 
association rule mining [3], [4]. In weighted association rule 
mining (WARM), item sets are no longer simply counted as 
they appear in a transaction. This change of counting 
mechanism makes it necessary to adapt traditional support to 
weighted support. The goal of using weighted support is to 
make use of weight in the mining process and prioritize the 
selection of target item sets according to their significance in 
the dataset, rather than their frequency alone.  
 
The trouble in mining infrequent patterns is: 
(1) how to determine the interesting rare patterns, and  
(2) how to professionally find out them in huge data sets.  
 
The organization of this research work is given as follows: 
Section 1, detailed description about the introduction of the 
research work is given in this section. In section 2, various 
research works has been discussed in the detailed manner 
which was conducted in the previous work. In section 3, 
proposed work of this research methodology is discussed 
detailed. In section 4, performance evaluation tests were 
conducted with the consideration of the various performance 
measures. In section 5, overall research of this work is 
concluded.  

2. Related works  
 
Laszlo et.al [5] introduced a rare association rules to mine 
infrequent item sets. The proposed method is used to take 
out the rare association rules for mining frequent item set. 
The rare association rules are simply known as “mRI rules”. 
The support value of minimal rare item sets (mRIs) is 
calculated by Apriori algorithm. All restored infrequent 
items having two merits. First one is its highly informative 
and the second one is the amount of these rules is minimum. 
 
Xindong Wu et.al introduced an efficient mining by utilizing 
both positive and negative association rules. The proposed 
system introduces a positive and negative rule for 
discovering frequent item set. They had also designed 
constraints for reducing the search space, and had used the 
increasing degree of the conditional probability relative to 
the prior probability for estimating the confidence of 
positive and negative association rules [6]. 
 
Abhang Swati Ashok et.al [7] proposed an Apriori algorithm 
which is used to Find Frequent Item Sets. The Apriori 
exploit a "bottom up" scheme, where frequent subsets are 
complete one item at a time, and collection of candidates is 
tested beside the data. The algorithm stops when no 
continuous winning extensions are found. The main concept 
of the Apriori Algorithm is to discover associations among 
various sets of data. It is occasionally referred to as "Market 
Basket Analysis". Each set of data set has a number of items 
which is known as transaction. The output of Apriori is sets 
of rules are referred how frequently items are enclosed in 
sets of data. However efficient item set mining is still 
investigated.  
 
Luca Cagliero et.al [8] proposed a novel algorithm which is 
used to find out the Infrequent Weighted Item set from the 
transactional database. One of the famous data mining 
approaches is item set mining [9]. Infrequent Weighted Item 
set (IWI) and minimal Infrequent Weighted Item set (MIWI) 
mining algorithms are used to find out the rare item set in 
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the database. IWI-support-max measure and IWI-support-
min measures are used to discovering an infrequent 
weighted item set. This system efficiently mine the rare item 
set from transaction database but it does not consider the 
utility of item set.  
 
 
 
 
 
 
 

3. EHUC Algorithm based Infrequent 
Weighted Item Set Mining Approach  

 
The proposed system consists of two phases. In the first 
phase, Infrequent Weighted Itemset Miner (IWI Miner) and 
Minimal Infrequent Weighted Itemset Miner (MIWI Miner) 
algorithms are used for mining Infrequent Weighted Itemset. 
In the second phase, efficient high utility based clustering 
(EHUC) algorithm is introduced to group the high utility 
infrequent weighted item sets. The utility of item is 
computed by using profit value of that item. The overall 
flow of the work is depicted in the following figure 1. 

 

 
Figure 1: Overall Flow of the work 

 
3.1 Weighted Transactional data base 
 
The weighted transactional database (D) consists of number 
of transaction T. A number of item set is placed in every 
transaction and they are integrated with weight value. 

 T= {t , t  …t }                                (1)  
 I = {i , i . . . i }                               (2)  

 W= {w , w ,…. . w }                       (3)  
 Where,  
T - Set of transactions  
I- Set of items  
W- Set of weight value  
 
The Item sets are mined from the weighted transactional 
data set is called weighted item set mining. Discovering item 
sets whose frequency of occurrence is less than or equal to a 
maximum threshold, which is known as infrequent item set 
mining. The trouble of mining item sets by considering 
weights associated with each item is called as the weighted 
item set mining problem. To overcome this mining problem 
an infrequent weighted item set mining and minimal 
infrequent weighted item set mining algorithms were 

introduced. It does not considered the utility of items and 
also not grouping the infrequent weighted item set which are 
having high utility. 
 
3.2 Infrequent Weighted Items set Miner Algorithm  
 
The IWI-support-min measure and IWI-support-max 
measure are used to find out the infrequent weighted item 
set. The IWI-support-min depends  
 
on a minimum cost function, i.e., the occurrence of an item 
set in the transaction is weighted by the weight of its 
minimum interesting item. The IWI-support-max depends 
on a maximum cost function, i.e., the occurrence of an item 
set in the transaction is weighted by the weight of the huge 
interesting item. By using these IWI-support-min and IWI-
support-max values, the Infrequent Weighted Item set Miner 
and Minimal Infrequent Weighted Item set Miner algorithms 
are discovering the rare item set on the transaction. These 
algorithms are FP-Growth-like mining algorithm. FP-tree 
creation and recursive item set mining are basic steps of FP-
Growth-like mining algorithms. The Pruning process is 
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applied to remove frequent item set which does not satisfy 
the IWI-support threshold ξ. 
 
Algorithm 1: IWI-Miner (T, ξ)  
Input: T  , ξ.  
Output: Frequent item set 
Step 1: Initialize D  
Step 2: construction of FP tree 
Step 3: Initialize T in FP tree 
Step 4: Compute infrequent weighted item set mining 
Step 5: Return IF 
Step 6: End process  
Infrequent weighted item set miner algorithm discovers the 
infrequent weighted item set by satisfy threshold . To 
discover the minimal infrequent weighted item set, the same 
operation is performed by using MIWI miner algorithm. 
 
Algorithm 2 IWI Mining (Tree, ξ) 
Input: FP –tree, maximum IWI-support threshold  
Output: F, the set of IWIs extending prefix 
Step 1: Header table initialization  
Step 2: for each item in HT 
Step 3: compute new I with support value  
 Step 4 : items compared with threshold  
Step 5: Select IF  
// IF –I infrequent weighted item set  
Step 6 : compute recursive mining  
 
3.3 An efficient high utility based clustering (EHUC) 
algorithm  
 
The utility of item is an important factor in real world 
situations. The utility of item sets is based upon user’s 
perspective, such as cost, profit or revenue of significant 
importance. The proposed efficient high utility based 
clustering algorithm is used to find out the high utility 
Infrequent weighted item set by using minimum threshold 
values and user preferences. And grouping the high utility 
infrequent weighted item set by using k-mean clustering 
algorithm.  
 
Algorithm 3:  
Input: IWI 
Output: group of high utility infrequent weighted item set  
Step 1: IWI initialization 
Step2: compute utility for each item set in IWI  
 u ( ) = l ( ) × p( ) (4) 
 // profit value of item   
Step 3: Calculate minimum utility 
 Minutil = 𝛅 ×  (5)  
Step 5: if (u( ) ≥ minutil )  
Step 6: Return high utility value 
Step 7: Otherwise go to step 2  
Step 8: Initialize  

 
Step 9: Compute mean of all High utility IWI belong to the 
cluster 

                           (6) 

 

Step 10: Group the high utility infrequent item set 
If the utility of item is higher than the minimum utility (u( 

)≥ minutil ) that can be considered as high utility weighted 
item set. The high utility value is computed from product of 
minimum utility threshold and utility of particular items in 
the tree. Then k-mean clustering algorithm is applied to 
cluster the high utility infrequent weighted item set. 
 
4. Numerical Results  
 
4.1 Data Set Description 
 
The two data sets such as Real-life data sets and Synthetic 
data sets are taken for infrequent weighted item set mining. 
Real-life data set is used to validate the usefulness of the 
proposed algorithms technique. In Synthetic data sets also 
exploited a synthetic data set generator to estimate algorithm 
performance and scalability.  
 
4.2 Result analysis  
 
In the simulation, the existing IWI miner algorithms such as 
Infrequent Weighted Itemset Miner (IWI Miner) and 
Minimal Infrequent Weighted Itemset Miner (MIWI Miner) 
and the proposed EHUC algorithms are evaluated in terms 
of scalability, accuracy and Precision.  
 
1. Scalability  
The time taken for mining infrequent weighted items is 
known as Run time. The scalability is calculated for both 
existing approach and the proposed approach and compared 
in the following graph. And the actual run time that are 
obtained while mining infrequent weighted itemset are 
indicated in the table 1 
 

Table 1: Scalability comparison 
Number of 

Transaction 
Average Time Comparison 

IWI mining algorithms EHUC algorithm 
1000 10 5 
2000 15 11 
3000 35 26 
4000 50 45 
5000 59 55 
6000 76 64 

 

 
Figure 2: scalability comparisons 
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From the above graph it can be proved that the proposed 
methodology provides better results than the existing 
approach by discovering an infrequent item set. In this figure 
x axis plot the number of Transaction and y axis plot the 
Run time. The number of transactions is increasing the 
execution time of both algorithm are increased. As shown, 
the execution times of the proposed algorithm are effectively 
reduced.  
 
2. Accuracy  
Accuracy is defined as the degree of generating the 
experimental output that is matched with the expected 
output. The accuracy values that are obtained while mining 
infrequent weighted itemset are indicated in the table 2.  
 

Table 2: Accuracy Comparison 
Number of 

Transaction 
Accuracy Comparison 

IWI mining algorithms EHUC algorithm 
1000 10 15 
2000 21 25 
3000 33 38 
4000 55 60 
5000 74 79 
6000 85 92 

 

 
Figure 3: Accuracy comparisons 

 
From the above graph it can be proved that the proposed 
methodology provides better results than the existing 
approach by discovering an infrequent item set. In this figure 
x axis plot the number of Transaction and y axis plot the 
Accuracy. The number of transactions is increasing the 
Accuracy of both algorithms are increased. From figure 2, 
the accuracy of the proposed algorithm is increased 
effectively.  
 
3. Precision  
Precision is defined as the Percentage of correct predicted 
results from the set of input transaction. The precision value 
should be more in the proposed methodology than the 
existing approach for the better system performance. The 
precision values that are obtained while mining infrequent 
weighted itemset are indicated in the table 3.  
 

 
 

Table 3: Precision Comparison 
Number of 

Transaction 
Precision Comparison 

IWI mining algorithms EHUC algorithm 
1000 0.2 0.3 
2000 0.4 0.45 
3000 0.5 0.56 
4000 0.62 0.7 
5000 0.7 0.8 
6000 0.75 0.85 

 

 
Figure 4: precision comparisons 

 
In the above graph, the precision value is compared against 
the existing approach and the proposed approach. In the x 
axis numbers of transactions are taken. And in y axis, 
precision is taken. From this graph, it can be proved that the 
precision taken by the proposed methodology is high than 
the existing approach.  
 
5. Conclusion 
 
One of the most recent data mining research area is Utility 
Mining which prominence on all kinds of utility factors and 
incorporates the utility idea in data mining tasks. In this 
proposed system, we are evaluating the utility parameters of 
the rare item sets. The system considers a both the individual 
profit of each infrequent item and quantity of each one in the 
database simultaneously. The utility-based expressive data 
mining which aims at mining item sets whose utility value is 
high. It is termed as high utility weighted item set mining. 
Finally k mean clustering algorithm is used to group the 
infrequent weighted item set according to the utility of 
items. From the experimentation result, the proposed system 
can improve the performance of the system compared to the 
existing system.  
 
In future, we can incorporate the IWI miner algorithm in an 
advanced decision making system that ropes domain 
expert’s targeted actions based on the characteristics of the 
discovered IWIs. We can use the discovered infrequent 
patterns in the applications like error discovery and 
recovery, fraud recognition, finding outliers in the database.  
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