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Abstract: A web personalization system provides most relevant pages to user according to the user interest domain. The system obtains the knowledge user interest domain by analyzing the user browsing history. Web services are interested in learning user interest, so they can better target the product according to user interest. The browsing history is obtained by accessing the web log data at server and cookies. The web personalization system is also known as recommender system. The motivation for this hybrid approach comes from the observation that the existing system provides the relevant data, but the system should be effective and fast. To achieve this, it combines the usage mining along with content mining with content caching. This approach improves the system performance with the help of content caching and content filtering. Thus user can obtain the relevant information on web as per user interest.
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1. Introduction

To personalize means to make or change something according to the individual need. Personalization is the ability to provide the relevant information based on the user interest. The main goal of personalization is to help users find the information they are interested in. Most of the personalization systems try to filter available content found potentially interesting for that particular user. Extraction process information from the log files of web site is used to identify the usage patterns and profile of user.

Web personalization system incorporates the web mining concepts: Web content mining, web structure mining and web usage mining. The motivation for this hybrid approach comes from the observation that personalized content on the web is relevant. Nowadays, when information overload is one of the common problems of web users, it is difficult for the users to find the relevant information. This issue is solved with personalization. Personalization is used to provide the relevant information on the web. It provides information based on the user browsing history.

Knowledge obtained by studying the preferences of web users can be used to improve the effectiveness of the website. More web services are interested in learning user interest, so they can better target the product according to user interest. This paper is aimed to identify the patterns in sequences from web log data and cookies in specific period using Apriori-all algorithm. Patterns will be analyzed for information from data. Then by applying the content search by crawler it makes the cluster according to the content. Each cluster is get assigned with the cluster grade and each page in that cluster is get assigned with page rank based on the session time of the user for specific page. The following section discusses Methodology which can be used for the system development.

2. System Architecture

Figure 1: System Architecture of web personalization system

When a user visits the website, the user’s HTTP requests in the current browsing session are recorded in order, and the current access sequence is constructed. Each user accessing the website can be identified using his/her IP address [1, 3]. The system accesses the data from the log data then it applies the sequential pattern analysis for finding the succeeded are the pages which are accesses sequentially. Clustering applies for making the classification of the web pages according to the content and page rank. The finally page rank and is used to number or weight page according to...
number of visitors and the content is stored to the cache memory.

3. Methodology

This paper incorporates the hybrid approach for web personalization. It takes input as the web log data and it analyses the data using sequential pattern analysis using Apriori–all algorithm. Sequential pattern analysis is: given a database of sequences where each sequence is an ordered list of user access based on access time and each access consist of a collection of useful information, and then searched the entire access pattern with minimum support by the user, where supports a number of database sequence contain the pattern. After sorting the pages it applies the content search by crawler. Then makes the cluster according to the contents. Each cluster is get assigned with the cluster grade and each page in that cluster is get assigned with page rank based on the session time of the user for specific page. The pages after the sequential analysis, it crawls for the content with the help of crawler or by Wrapper generation. Web crawler takes data form user, search it and get well selected pages using breadth first search algorithm. In Wrapper generation, web page data can be extracted using HTML wrapper. Here the data is DOM tree which is constructed by web browser [1, 2, 6].

The training data is get find out from the extraction of content by crawling. Based on this content or pattern, a system does cluster the data by applying the association rule mining and by construction of pattern tree and by using the K-means algorithm (EM). This cluster is based on content that represents the interest of the user. Then each cluster is assigned with cluster grade for getting distinguished from other cluster. So each cluster represents the different unique interest domains. The pages in each cluster are assigned with numerical weight based on the number time for which the page is accessed. Then at final, pages with rank are get displayed to user as the personalization result based on the user interest based on user browsing history. Finally we are caching the content for improvement of the personalization for future accesses.

The following section discusses a detailed about the techniques.

Data Extraction and User Identification:
Data on web is classified as structured data, semi structured data and Unstructured data.

Structured Data Extraction:
Some structured data are list tree and data in table. It can be extracted by using the wrapper generation.

Unstructured Data Extraction:
It is in the form of text document. It is related to text mining.

Semi structured Data Extraction:
It is hierarchical structure. It can be extracted by using NLP, TINTIN.

For extracting the data Web crawler takes data form user, search it and get well selected pages. It uses breadth first search algorithm. In Wrapper generation, web page data can be extracted using HTML wrapper. Here the data is DOM tree which is constructed by web browser. Using the web log and cookies we can extract the data about the user. It identifies the user by accessing the cookies and by accessing the web log [2].

Sequential Pattern Analysis

It takes input as the web log data and it analyses the data using sequential pattern analysis using Apriori–all algorithm. Sequential pattern analysis is: given a database of sequences where each sequence is an ordered list of user access based on access time and each access consist of a collection of useful information, and then searched the entire access pattern with minimum support by the user, where supports a number of database sequence contain the pattern. Apriori-all algorithm as follows:

1) Sort the pattern on user id and time of reference on page
2) Calculate Support.
3) Find maximum reference sequence
4) Applying a priori algorithm.

Web usage mining has three activities: Preprocessing, Discovery of pattern, Analyzing patterns. The algorithm as follows.

INPUT:
D = (s1, s2, .., sk) // Database of the session (session)
s // Support

OUTPUT: Sequential Pattern
Sequential Pattern Algorithm:
D = D sorting on User ID and time of reference on the first page in each session.
Find L1 in D;
L = Apriori All (D, s, L1)
Find a maximal reference sequence of the L;
After sorting the pages it applies the content search by crawler and by generating wrapper generation [1, 3].

4. Web Content Mining (Extract Patterns)

Web content mining confronts this problem gathering explicit information from different web sites for its access and knowledge discovery. Basically, web mining is concerned with the use of data mining techniques to automatically discover and extract information from World Wide Web documents and services.

To extract information from deep web that is a large collection of dynamic query able databases, we need a system that can extract automatically. For this purpose we use web content mining techniques that uses XML version of HTML query interfaces. Web content mining is a form of text mining and can take advantage of the semi structured nature of web page text.
In Wrapper generation, web page data can be extracted using HTML wrapper. Here the data is DOM tree which is constructed by web browser. DOM is a standard language that gets a web page as an input and shows it in a structured tree from interfaces, objects and relations between them as an output.

Steps for wrapper generation:

Step 1. Creates filter from a visual interaction with a human wrapper designer.
Step 2. Then user will give his response which is equivalent to marking of nodes in DOM tree.
Step 3. Find out the filter that identifies the entire designer pattern.
Step 4. Select an input instance and mark out missing instance.
Step 5. Matches all intended instance of current input, user will decide to continue with input instance or HTML document.

This wrapper generation algorithm uses clustering and attributes classification. Cluster is similar to their tree structure. It will build the list of feature used for classification of filter. Now the list constructed from their attributes and values, construct the training database, for every customer build a decision tree based on attribute classifier. Then it will build a tree based attribute classifier. Each cluster is divided into blocks. Each cluster defines its extraction rule which is core Xpath expression and an attribute classifier. Instance of input DOM is found by Xpath expression, which matches particular tree shape of the cluster. Attribute classifier will sort out the instance [6].

5. Clustering Pages According To Extracted Patterns

The training data is get find out from the extraction of content by crawling. Based on this content or pattern, a system does cluster the data by construction of pattern tree and by using the K-means algorithm. In statistics and data mining, k-means clustering is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. This results into a partitioning of the data space into Voronoi cells. 

If \( |f_1 \log(n/df1), (f_2, \log(n/df2), \ldots, (f_n, \log(n/dfn))\). 

Where tfi is the frequency of the ith term in the document and dfi is the number of documents that contain the ith term. To account for documents of different lengths, the length of each document vector is normalized so that it is of unit length \( || \text{dfidf} = 1 \). The most common algorithm uses an iterative refinement technique. Due to its ubiquity it is often called the K-means algorithm; it is also referred to as Lloyd’s algorithm particularly in the computer science community.

Given an initial set of k means \( m(1), \ldots, m(k) \) (see below), the algorithm proceeds by alternating between two steps[3,4].

- Assignment step: Assign each observation to the cluster with the closest mean (i.e. partition the observations according to the Voronoi diagram generated by the means).
- Update step: Calculate the new means to be the centroid of the observations in the cluster.

This cluster is based on content that represents the interest of the user. In this system we are proposing the variation to the K-means as follows:

Step 1. Extracting the content using crawler
Step 2. Consider any content
Step 3. Finds the related web pages
Step 4. Associate the pages.
Step 5. Form the cluster.

To assign weight to the content it first consider a pattern then it looks for the content in the other pages in cluster, according to the number of content patterns in the web page it assigns the weight to the content. The weight will be more when numbers of patterns are more in the page. The steps will be:

Step 1: Take a content pattern
Step 2: Crawls the other web pages in the same cluster for the same content pattern.
Step 3: Find the number of same content pattern in page.
Step 4: Assign the weight to the page in the cluster.

Finally system displays the pages which are clustered and scored according to user interest and system caching the content for improvement of performance of web personalization systems.

Content Filtering

Web personalization techniques are classified in five classes:
content based filtering, traditional collaborative filtering, model based techniques, hybrid techniques and semantic techniques. Content based filtering uses an individual approach which relies on user's ratings and item descriptions. Items having similar properties as items positively rated by user are being recommended to the user. The most common problem of content based filtering is the new user problem. This problem occurs when a new user is added to the system, hence has an empty profile (without ratings) and cannot receive recommendations. Finally system displays the pages which are clustered and scored according to user interest and system caching the content for improvement of performance of web personalization systems [1, 2, 3].

6. Conclusion

Using hybrid approach for personalization, we can conclude that the pages produced after the clustering, are displayed to user. User will get more relevant information and pages according to the user interest domain. Using sequential pattern mining web logs can explore the patterns which explores the habit of user that is ordered patterns. After identification of the patterns in sequences from web log data and cookies in specific period using Apriori-all algorithm. Patterns will be analyzed for information from data. Then by applying the content search by crawler it makes the cluster according to the content. Each cluster is get assigned with the cluster grade and each page in that cluster is get assigned with page rank based on the session time of the user for specific page.
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