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Abstract: Now a days, the rapid growth of the internet attracts enormous customers. The need of the basic things will come to them on 

door to door without any risk. Users purchase the items with confidence but they should know the features of particular item. In this 

paper, we propose a novel framework to determine the ranking of products based on aggregation we simply use concept hierarchy to 

determine the products in categorical attributes with ranking taken from the consumer reviews. Basically the aspects are rated from the 

authenticated users who already purchased the products so that we will get the 90% genuine rating. To determine the ranking we use 

sentiment classifier.  
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1. Introduction 
 

E-Commerce is one of the tool for the sellers to improve 
their market through all over the world. Popular sites like 
snapdeal, flipkart, ebay and amazon attracts tremendous 
customers. Giant flipkart itself earns 2,846 Crores in 2014 
market and it has 33000 employees working in India. These 
shopping sites give freedom to sell products for free with 
genuine authentication. Obviously 26000Million users 
registered with flipkart site. So to suggest the best product in 
all aspects we took the ratings from the customers and 
analyze these ratings to give some knowledge to the 
consumer. Even retailers also encourage to take reviews 
from the consumers to promote their products in all aspects. 
The best thing in this approach is users can give the negative 
feedback as their feel about the product. Generally a product 
can be viewed in different aspects consider the example 
from [1] An IPhone has more than three hundred aspects 
design, 3G network, panorama shoot, usability, battery, so 
on. Consumers can make wise purchasing decision by 
reading at least few reviews. 
 
Discretization techniques are used to reduce the number of 
values for given continuous attributes by dividing the 
attribute in to range of intervals. Interval values are used to 
replace actual values these techniques are done based on 
concept hierarchies. A concept hierarchy for a given 
numeric attribute defines a descritization of attributes. 
Concept hierarchies can be used to reduce the data by 
collecting and replacing low level concepts by higher level 
concepts. Concept hierarchies can be generated using 
binning, histogram analysis,entropy based discretization. 
 
2. Problem Statement 
 

2.1 System Model 

 
The framework contains totally four components  
 Sentiment classification 
 Ranking frame work 

 Product aspect identification 
 Concept hierarchy generation 
 
2.2 Working 

 
In this model, consumers can give their opinions regarding 
their products purchased in e marketing . users who are 
willing to purchase a product may seen different reviews. To 
help the consumers who are willing to buy a product we 
propose a novel framework for ranking the product aspects 
.besides that users will have flexibility to choose the 
products aspects in a group of classified model. In this 
model we explore the data by using document level 
sentiment classification that aims to determine a review 
document as expressing a positive or negative overall 
opinion. Another technique used was extractive review 
summarization which aims to summarize consumer reviews 
by selecting information review sentence. The algorithm 
works on aspect frequency count and consumer opinions 
over the product. 
 

2.3 Design Goals 

 
Our main goal is to make the system automation for 
generating useful reviews to the consumer based on the 
users feedback for particular product. product level aspects 
which are frequently occurred are considered based on 
product ranking identification model. Probabilistic aspect 
ranking algorithm 
 

Input : Consumer review R, Overall rating O and a vector 
of opinions Or 
 

Output: Important scores w for all m aspects. In this 
algorithm, it is used to identify important aspects of ranking. 
The aspects have the following comments. They are 
frequently commented in consumer reviews ii) consumer 
opinions has some value it. 
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Sentiment classification on product aspects: The task of 
analyzing the sentiments expressed on aspects are called 
aspect level sentiment existing techniques are dependent on 
supervised learning. These techniques are based on training 
data set and labeling of training data is time consuming. A 
feature or aspect is an attribute or a component of an entity. 

We determine whether an opinion expressed on each 
feature/ aspect is positive or negative.  
 

3. Architecture 

 

The main functionality of this approach is to extract nouns 
and noun phrases as candidate aspects like battery, display 
as nouns and good, working and average poor as noun 
phrases .the occurrences of nouns and noun phrases are 
counted and frequent ones are recorded as aspects. 
 
Product Aspect Identification:  

Product aspect identification can be done using supervised 
or unsupervised learning techniques. Firstly extract nouns 
and noun phrases as aspects of a product and apply 
association mining to generate rules. These rules are used by 
consumer to make decisions.  
 
Ranking Of Product Aspects: 

Ranking can be done by using frequency count based 
method which is simply increment the counts for each word 
frequently occurred . Correlation based method is another 
technique which compares the correlation between two 
aspects where as hybrid method uses both the combination 
of frequency count and correlation. 
 
Concept hierarchy generation: Concept hierarchies are 
used to map low level concepts to higher levels. In our 
product aspects we will concentrate on aspects at different 
levels based on the threshold value. 
 

 

Here ranking is done using concept hierarchies. We can 
build tree based on frequent counts of each aspects. In this 
above diagram consider the low level concepts each low 
level cocept is assigned with a number which says the 
frequent occurring of the word in reviews generated by the 
consumers . the main advantage of this approach is we can 
put our own threshold value for each level to filter. The 
generalized case is provided with three values { best, 
average, poor} .consumer can navigate through the concept 
hierarchies to deeper level until he finds the suitable review 
opinions. The leaf level contains the actual aspects of the 
products, users can move upward or downward to get the 
perfect results .Here each level is specified with the 

frequency count of particular aspect. In more generalized 
view we will get all details in a list view by travelling the 
leaves using 2-3 tree fashion. 

Battery => style=> sound => quality => robustness => 
material=> 

It will arrange in L Order to navigate from one aspect to 
another 

 
4. Related Discussions 
 
In this paper, we mainly focus on algorithm for identifying 
text from the users feedback . we have two methodologies 
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 Supervised 
 Unsupervised  
 
These are excellent learning techniques . supervised learning 
technique builds a model from the user reviews and based 
on the review keywords it will assign labels. It is also called 
sequential learning for example jin and Ho [4] learned a 
lexicalized HMM model to extract aspects and opinions all 
these methods require labeled samples where as 
unsupervised learning is based on characteristics features 
and it doesn’t need any predefined working sample set . it 
was proposed by Hu and Lia [5] . They assume the product 
aspects are like nouns and noun phrases.  
 
5. Conclusion 
 
In this paper, we have proposed an adaptive model for 
consumers to make decisions easily to purchase there 
interested aspect of particular product. In this paper we 
added a new component to product aspect ranking 
framework called concept hierarchy. It will give the 
generalized view to the users Generalization is done on 
categorical attributes with { Best, Average, Poor } . Our 
results shown equally with the existing system with better 
user understandability. The document level sentiment 
classification is an extraordinary tool to generate frequent 
text patterns from the system framework. 
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