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Abstract: There some situations, where relative magnitude of data items have more importance than their accurate values. In those situations, Order-preserving submatrices (OPSM’s) are proving to be successful in detecting concurrent patterns in data. For example: relative magnitudes have importance in the process of analyzing gene expressions profiles which are extracted from microarray experiments. There are two reasons for it: 1. Relative magnitudes describe changes in gene activities among whole experiment. 2. In these situations, accurate values cannot be trusted since high level of noise is present. As data noise generating problems, Number of experiments has been carried out for collecting multiple measurements to address this issue. An advanced model of OPSM can be experimented and studied in which set of values obtained from replicated experiments are used to represent each data item. New problem can be called OPSM-RM (OPSM with Repeated Measurements). Depending on number of practical requirements, OPSM-RM can be characterized. Generic mining algorithm can be implemented by studying challenges of OPSM-RM.
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1. Introduction

Order-Preserving Submatrix has been a useful technique to identify groups of genes that have some common functions. The aim of OPSM is to discover a subset of genes that exhibit concurrent rises and falls of their expression values across different experiments. For example, genes with concurrent changes of mRNA expression levels across different time points may share the same cell-cycle related properties [2]. Instead of comparing their absolute values, it is more convenient to compare relative expression levels of different genes at different time intervals, because normal microarray data contains high noise. The relative magnitudes of data are considered in OPSM.OPSM find correspondent genes that share same functions. The original OPSM problem was first proposed by Ben-Dor and company [3]

Definition 1: Given an nXm matrix (data set) D, an order-preserving submatrix is a pair (R,P), where R is a subset of then rows (represented by a set of row ids)and P is a permutation of a subset of the m columns (represented by a sequence of column ids) such that for each row in R, the data values are monotonically increasing with respect to P, i.e.,DiPj< DiPj [9].

Table 1: A data set

<table>
<thead>
<tr>
<th>Margin</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>45</td>
<td>37</td>
<td>114</td>
<td>80</td>
</tr>
<tr>
<td>R2</td>
<td>65</td>
<td>97</td>
<td>122</td>
<td>45</td>
</tr>
<tr>
<td>R3</td>
<td>66</td>
<td>68</td>
<td>133</td>
<td>93</td>
</tr>
<tr>
<td>R4</td>
<td>80</td>
<td>112</td>
<td>131</td>
<td>63</td>
</tr>
</tbody>
</table>

For example, Table 1 shows a dataset with 4 rows and 4 columns. The values of rows 2, 3 and 4 increase from a to b, so ({2, 3, 4}, <a, b>) is an OPSM. In this study we assume that all values in a row are unique. We say that a row supports a permutation if its values increase monotonically with respect to the permutation.

In the above example, rows 2, 3 and 4 support the permutation <a, b>, but row 1 does not. For a fixed dataset, the rows that support a permutation can be unambiguously identified. In the following discussion, we will refer to an OPSM simply by its variation which will also be called a pattern. An OPSM is said to be frequent if the number of supporting rows is not less than a support threshold, ρ. An OPSM mining problem is that it is vulnerable to noisy data. In our above example, if the value of column a is slightly increased in row 3, say from 66 to 69, then row 3 will no longer support the pattern <a, b >, but will support <b,a> instead.

1. An error can cause a value of replicate to deviate from that of other replicates. Hence, the support for given pattern should not be affected by that replicate.

2. The overall support should reflect the uncertainty when replicates hugely disagree on their support of pattern.

Here, initial two requirements can be accomplished by following steps:

1. Summarize replicates by strong statistics like medians
2. Mining of resulting data set for utilizing original definitions of OPSM.

But last requirement cannot be accomplished by single summarizing statistics. The reason behind it, a row can fully support or fully not support a pattern. And so information of uncertainty is vanished.

To overcome this issue a concept of fractional support can be used. All of the three requirements can be satisfied if Fractional support is used for indicating how much a row supports to OPSM. The fractional support will maximum, if all possible replicates groupings of row support a particular pattern.

To reduce errors, multiple experiments are taken and multiple measurements are recorded. Better approximation of real physical quantity is allowed by those replicates. In some of the microarray datasets, each experiment is repeated three times to produce three measurements of every data
point. Researchers are obtaining replicates for getting higher quality of data. This is all because cost of microarray experiments is dropping. In usual study of microarray data sets, every experiment is carried out three times to obtain three measurements of each data inputs. Recent studies have stated that to improve quality of data, multiple replicates are important and necessary [5]. There may be chances of different replicates supporting different OPSM.

Basic OPSM is not strong against noisy data. Even it has failed to make use of extra data that has been provided by replicates. This shows that definition of OPSM should be improved so that it can deal with repeated measurements. There are few conditions or requirements which should be followed by new improved OPSM:

1. The solution is repeated measurements with OPSM. The problem is that OPSM mining is reducible to a special case of the sequential pattern mining problem, in which a pattern and its supporting sequences uniquely specify an OPSM cluster. They called the clusters specified by long patterns but few supporting sequences twig clusters. Biologists may be interested in the twig clusters. Due to the high computational cost and low support, those twig clusters are usually omitted by most existing approaches. So they introduced the KiWi framework for massive datasets, focusing on twig cluster mining. KiWi exploits two parameters k and w to perform a biased testing on a bounded number of candidates, keeping only highly promising seeds that will likely produce twig clusters and significant clusters.

2. Row should contribute high support for a particular pattern if that pattern is supported by all grouping of available replicates. The small change will be done in fractional support if one of the replicates of column deviates from others. The fractional support will be fuzzy that depicts uncertainty, if only fractional of replicate groupings support a particular pattern.

3. Column, where the cluster of genes display synchronous rises and falls of their expression values along the cluster of experiments. In recent years there exist many studies that address the issue of mining sets of genes that share compatible expression patterns over sets of experiments. In this section we review a few classic clustering methods of gene expression data. We go through several previous OPSM approaches.

2.1 Previous OPSM Approaches

Most existing clustering methods for micro-array data cluster genes by comparing genes' expression levels in all experiments, or cluster experiments by comparing experiments' expression levels for all genes. Going beyond such global approaches, Ben-Dor et al. originally motivated and introduced the conventional order-preserving submatrices (OPSM) mining problem [3]. They sought local patterns, in which the expression levels of a subset of genes induce the same linear ordering of a subset of experiments. The OPSM mining problem was proven to be NP-hard in their work. By defining a probabilistic model, they developed a greedy heuristic algorithm for finding the hidden OPSM's in the random matrix. But their algorithm did not guarantee retrieval of all OPSM's or the best OPSM's. The measurements of different experiments are often mixed together in a single gene expression matrix. The mixture of different types of experiments may blur the clustering outcome, and does not allow study into similarities and differences between the distinct experiment groups. The problem caused by the mixture of different experiment groups was solved by Bleuler et al. [6]. In their work, they proposed a flexible cluster scoring scheme that allows to arbitrarily scaling the degree of orderliness required for a cluster. Based on the scoring scheme, they presented an evolutionary algorithm for mining patterns that are consistent over multiple time course experiments.

In the study by Gao et al. [7], they pointed out that OPSM mining is reducible to a special case of the sequential pattern mining problem, in which a pattern and its supporting sequences uniquely specify an OPSM cluster. They called the clusters specified by long patterns but few supporting sequences twig clusters. Biologists may be interested in the twig clusters. Due to the high computational cost and low support, those twig clusters are usually omitted by most existing approaches. So they introduced the KiWi framework for massive datasets, focusing on twig cluster mining. KiWi exploits two parameters k and w to perform a biased testing on a bounded number of candidates, keeping only highly promising seeds that will likely produce twig clusters and significant clusters.

Cheung et al. [8] proved the monotonic and transitivity properties of OPSM's. Based on the properties, they proposed an iterative generation-and-verification framework to find OPSM's. In the generation phase of each iteration, head-tail trees are employed to generate candidate patterns. Every head/tail tree is a prefix tree, where each leaf contains a reference to some frequent patterns.

The ROPSM model proposed by Fang et al. (2010) [9] is a further relaxation of the OPSM model. It takes a set of OPSMs as input. It expands those seed OPSMs by adopting different growing strategies until maximal ROPSMs are reached.

The BOPSM model proposed by Fang et al. (2012) [10] requires that all the genes in a BOPSM pattern support a consensus bucket order of a set of conditions, in the sense that the condition values of a gene in different buckets should maintain the ordering relationship between the buckets, and the condition values in the same bucket should be similar enough. However, none of the above studies on OPSM considered data with repeated measurements. Chui et al. [11] proposed the concept of OPSM-RM (OPSM with repeated measurements) to mine OPSM's from data with replicates. In their study they discussed the computational challenges of OPSM-RM and presented a generic mining algorithm.

3. Conclusion

In this survey paper, we discussed problem and already implemented techniques of Mining Order-Preserving Submatrices. High Noise is major issue in mining of OPSM problem. Traditional OPSM is not strong against noisy data. The solution is repeated measurements with OPSM. The definition of OPSM should be improved so that it can deal with repeated measurements.
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