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Abstract: Anomaly detection is the process of identifying unusual behavior. Outlier detection is an important issue in data mining and has been studied in different research areas. In this paper we use “Leave One Out” procedure to check each individual point the “with or without” effect on the variation of principal directions. Based on this idea, an over-sampling principal component analysis (osPCA) outlier detection method is proposed for emphasizing the influence of an abnormal instance. Except for identifying the suspicious outliers, we also design an online anomaly detection to detect the new arriving anomaly. In addition, we also study the quick updating of the principal directions for the effective computation and satisfying the online detecting demand. It is widely used in data mining; the proposed framework is favored for online applications which have computation or memory limitations. Compared with the all existing algorithms, our proposed method is in terms of flexibility, accuracy and efficiency.
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1. Introduction

Anomaly detection has been an important research topic and it is widely used in data mining. Many real world applications such as intrusion or credit card fraud detection require an effective framework to identify deviated data instances. Due to the reasons that only few labeled data are available in applications and the events that people are interested in are extremely rare or do not happen before, the outlier detection is getting people’s attention more and more [1,2,3,4,5,6]. Thus the outlier detection methods are designed for finding the rare instances or the deviated data. In other words, an outlier detection method can be applied to deal with exists in a small proportion of network traffic.

However the rareness of the deviated data, its presence might enormously affect the solution model such as the distribution or principle direction of the data. In the past, many outlier detection methods have been proposed [1, 3, 5]. One of the most popular methods is using the density-based local outlier factor (LOF) to measure the outlierness for each instance [1]. The LOF uses the density of each individual instance’s neighbors to define the degree of outlierness and concludes a suspicious ranking for all instances. The most important property of the LOF is considering the local data structure for eliminating the density. In general all data instances have to be compared with all other remaining ones leading to computational complexity of \(O(N^2d)\), whereas \(d\) is the dimension of the data. This property makes the LOF discover the outliers which are sheltered under a global data structure.

Besides, angle-based outlier detection (ABOD) method has also been proposed recently [5]. The main concept of ABOD is using the variation of the angles between the each target instance and the rest instances. An outlier or deviated instance will generate a smaller variance among its associated angles. Based on this observation, the ABOD considers all the variance of angles between the target instance and any pair of instances to detect outliers. In [5], the authors also proposed the fast ABOD which is an approximation of the original ABOD. The difference is that fast ABOD only considers the variance of the angles between the target instance and any pair of instances of target instance’s \(k\) nearest neighbors. Even though, these methods mentioned above cannot be scaled up to massive datasets because of the very expensive computational cost.

Consider a sample data set as illustrated in fig 1. For a point within the cluster, the angles between difference vectors to pairs of other points differ widely. The variance of the angles will become smaller for points at the border of cluster. However, even here the variance is still relatively high compared to the variance of angles for real outliers. Here, the angles to most pairs of points will be small since most points are clustered in some directions.

In this paper, we observe that removing or adding an abnormal instance will cause a larger effect on principal directions than removing or adding a normal one. From this observation, we apply the “Leave One Out” (LOO) procedure to check each individual point the “with or
without” effect on the variation of principal direction. This will help us to remove the suspicious outliers in the dataset. Thus, it can be used for the data cleaning purpose. Once we have a clean dataset, we can extract the leading principal directions from it and use these directions to characterize the normal profile for the dataset. Similarly, we can evaluate the “with or without” effect of new arriving data point. That defines a suspicious score for the new arriving data point. If the score is greater than a certain threshold, we regard this point as an outlier. Based on this strategy, we proposed an on-line anomaly detection method. Intuitively, the “with or without” effect on the principle direction will be diminished for a single data point even it is an outlier when the dataset is large. To overcome this problem, we employ the “over-sampling” scheme that will amplify the “with or without” influence made by an outlier. We also are aware of computation issues in the whole process. How to compute the principle directions efficiently when the mean and covariance matrix are changed slightly is also a key issue and the tricks for matrix computation will be included in this work as well.

2. Over-sampling Principal Component Analysis

In this section, we first introduce the classical dimension reduction method PCA briefly. The study on the influence of the variation of principal directions via LOO procedures is also be exhibited. Finally, we introduce the over-sampling scheme in PCA to emphasize the influence of an abnormal instance. In addition, an effective computation for computing the covariance matrix and estimating principal directions in LOO procedure is also proposed.

2.1 Principal Component Analysis

PCA is an unsupervised dimension reduction method. It can retain those characteristics of the data set that contribute most to its variance by keeping lower-order principal components. These few components often contain the “most important” aspects of the data. Let \( A \in \mathbb{R}^{p \times n} \) be the matrix and each column, \( x \in \mathbb{R}^p \), represents an instance. PCA involves the eigenvalue decomposition in the covariance matrix of the data. Its formulation is solving an eigenvalue problem as follows:

\[
\sum_{i=1}^{n} (x_i - \mu) (x_i - \mu)^T = \lambda \Gamma
\]

Where \( \sum_{i=1}^{n} (x_i - \mu) (x_i - \mu)^T \) is the covariance matrix, \( \mu \) is the grand mean, and the resulting \( \Gamma \) is the eigenvector set. In practical, some eigenvalues have little contribution to variance and can be discarded. It means that we only need to keep few components to represent the data. In addition, PCA explains variance and is sensitive to outliers. A few points distant from the center would have a large influence on variance and its principal directions. In other words, these first few principal directions will be influences seriously if our data contain some outliers.

2.1 Effects if an outlier on Principal directions

Based on the concept that we mentioned in the previous section, PCA is sensitive to outliers and we only need few principal components to represent the main data structure. That is, an outlier or a deviated instance will cause a larger effect on these principal directions, hence, we explore the variation of principal directions when removing or adding an instance. This concept is illustrated in fig. 2 where the clustered blue circles represent the normal data, the red square represents outlier, and the green arrows is the first principal direction is affected when we remove an outlier. The first principal direction is changed and forms a larger angle between old one and itself. In this case, the first principal direction will not be affected and only form an extremely small angle between the first principal direction and the new one if we remove a normal instance. Via this observation, we use LOO procedure to check each individual point the “with or without” effect. On the other hand, we might have the pure normal data in the hand. In this case, we use the same concept in LOO setting but with incremental strategy, i.e. adding an instance to see the variation of the principal directions. Similarly, adding a normal data point will create a smaller angle between the old one and itself while it will form a larger angle with adding an outlier (from the left panel to right panel in fig 1.). We check the variation of the principal directions is significant.

Figure 2: the illustration for the effect of an outlier on the first principal direction

In summary, we find that the principal directions will be affected with removing an outlier while the variation of the principal will be smaller with the removing a normal instance. This concept can be used for identifying the anomaly or outliers in our data. On the contrary, adding an outlier will also cause a larger influence on the principal directions while the variation of the principal directions will be smaller with adding a normal one. It means that we can use the incremental strategy to detect the new arriving abnormal data or outliers. In other words, we explore the variation of the principal directions with removing or adding a data point and use this information to identify outliers and detect new arriving deviated data.

2.2. Oversampling Principal Components Analysis

In the previous section we identify that outliers in our data and detect the new arriving outliers through the variation of the principal directions. However, the effect of “with or without” a particular data may be diminished hen the size of the data is large. On the other hand, the computation in estimating the principal directions will be heavy because we need to recompute the principal directions many times in LOO scenario.

In order to overcome the first problem, we employ “over-sampling” scheme to amplify to the outlierness on each data point. For identifying an outlier via LOO strategy, we duplicate the target instance many times (10% of the whole data in our experiments) and observe how much
variation the principal directions vary. With this over-sampling scheme, the principal directions and mean of the data will only be affected slightly if the target instance is a normal data point shown in fig 3(a). On the contrary, the variations will be enlarged if we duplicate an outlier shown in fig. 3(b).

Figure 3: The effect of over-sampling on an outlier and normal instances

On the other hand, we also can apply over-sampling scheme in the LOO procedure with incremental case. The main idea is to enlarge the difference of the effect between a normal data point and an outlier. Based on the oversampling PCA, our idea discussed in this section is more practical.

Algorithm 1: Over-sampling principal component analysis outlier detection for data cleaning
Input: a data matrix $A \in \mathbb{R}^{n \times s}$ and the ratio $r$
Output: the suspicious outlier ranking for their data.

1. Compute outer-product $Q = \frac{A A^T}{n}$, the mean $\mu$, and the first principal direction $v$
2. Using LOO strategy to duplicate the target instance $x_i$ and compute the adjusted mean vector $\bar{\mu}$ and covariance matrix
   
   \[ \bar{\mu} = \sum_{x_i \neq x_i} \frac{x_i}{1+r}, \]
   
   \[ \sum_{x_i \neq x_i} \frac{1}{1+r} Q_{ij} x_i x_j^T \bar{\mu} \]
3. Extract the adjusted first principal direction $\bar{v}$ and compute the cosine similarity of $v$ and $\bar{v}$.
4. Repeat the step 2 and 3 until scanning all the data.
5. Ranking all instances according to their suspicious outlier scores $(1 - \text{cosine similarity})$

Where $A \in \mathbb{R}^{n \times s}$ is the data matrix, $x_i$ is the target instance and $r$ is the parameter of the proportion of the whole data in duplicating $x_i$, from the equation

\[ \bar{\mu} = \sum_{x_i \neq x_i} \frac{x_i}{1+r} \]

\[ \sum_{x_i \neq x_i} \frac{1}{1+r} Q_{ij} x_i x_j^T \bar{\mu} \]

It shows that we can keep the matrix $Q$ in advance and need not to recompute it completely in LOO procedure. In extracting the first principal direction, we also apply the power method for fast computation. Power method [7] is an eigenvalue algorithm for computing the greatest eigenvalue and the corresponding eigenvector. Given a matrix $M$, this method starts with an initial normalized vector $\mu_0$, which could be an approximation to the dominant eigenvector or a nonzero random vector, then iteratively computes the $u_{k+1}$ as follows:

\[ u_{k+1} = \frac{M u_k}{\|M u_k\|} \]

The sequence $\{u_k\}$ converges on the assumption that there exists a largest eigenvalue of $M$ in absolute value. From (3), we can see that power method does not compute matrix decomposition but only uses the matrix multiplication. Based on this property, the power method can converge rapidly and make our LOO procedure faster. On the other hand, if we want to find the remaining eigenvectors, we could use definition process [7]. Note that we only use the first principal component in our experiments so we only apply the power method in estimating the first principal detection.

3. osPCA for online Anomaly Detection

In this section we present the framework of our data analysis. There are two phases in our framework, data cleaning and online anomaly detection. In the data cleaning phase, the goal is to identify the suspicious outliers. First, we over-sample each instance with LOO strategy to see the variation of the first principal direction. Here we use the absolute value of cosine similarity to measure the difference of the first principal direction and define "one minus the absolute value of cosine similarity":

Algorithm 2: Over-sampling Principal Component Analysis for On-line Anomaly Detection
Input: The scaled outer-product matrix $Q = \frac{A A^T}{n}$, the mean vector $\mu$ and the first principal direction $v$ of the normal data, the ratio $r$, and threshold $h$, and the new arriving instance $x$.
Output: $x$ is an outlier or not
1. Compute the updated mean vector $\bar{\mu}$ and covariance matrix $\Sigma$
   
   i. $\bar{\mu} = \frac{\mu + r x_i}{1+r},$
   
   ii. $\Sigma = \frac{1}{1+r} Q_{ij} x_i x_j^T \bar{\mu} \bar{\mu}^T$
2. Extract the updated first principal direction $\bar{v}$ and compute the cosine similarity of $v$ and $\bar{v}$.
3. Check the cosine similarity of $v$ and $\bar{v}$ and see if it is higher than the specified threshold $h$.

A higher suspicious outlier score implies the higher probability of being an outlier. Once we have the suspicious outlier scores for each instance, we can rank the instances and filter out the outliers in the given data according to the ranking. The over-sampling principal component analysis outlier detection algorithm (OPCAOD) for data cleaning is described in algorithm 1.

After filtering the suspicious points, we can get the pure normal data and apply the online anomaly detection which is not suitable for LOF and ABOD. Nevertheless, the quick updating of the principal directions in our proposed method can satisfy the online detecting demand. In this phase, the goal is to identify the new arriving instance to check the variation of the principal directions. However, how to
determine the threshold for identifying an abnormal instance is a problem. In order to overcome this problem, we use some statistics to set the threshold. The idea is calculating the mean and standard deviation of the suspicious scores which are computed from all normal data points. Once we have the mean and standard deviation, a new arriving instance will be marked if its suspicious score is higher than the mean plus a specified multiple of the standard deviation. The over-sampling principal component analysis for on-line anomaly detection (OPCAAD) is also described in algorithm 2.

4. Online Anomaly Detection for Practical Scenario

Compared to the power method or other popular anomaly detection algorithms, the required computational costs and memory requirements are significantly reduced; and thus our method is especially preferable in online, streaming data, or large scale problems.

![Figure 4: online anomaly detection frameworks](image)

Online anomaly detection for practical scenario for online anomaly detection applications such as spam mail filtering, one typically designs an initial classifier using the training normal data, and this classifier is updated by the newly received normal or outlier data accordingly. However, in practical scenarios, even the training normal data collected in advance can be contaminated by noise or incorrect data labeling. In order to construct a simple yet effective model for online detection, one should disregard these potentially deviated data instances from the training set of normal data. The flowchart of our online detection procedure is shown in fig (4).

5. Conclusion and Future Work

We have explored the variation of principal directions in the leave one out (LOO) scheme. From the experimental results, we demonstrated that the variation of principal directions caused by outliers indeed can help us to detect the anomaly. We also proposed the over-sampling PCA to enlarge the outlierness of an outlier. In addition, an effective computation for computing the covariance matrix and estimating principal directions in LOO is also proposed for reducing the computational loading and satisfying the online detecting demand which is not suitable for LOF and ABOD. On the other hand, our proposed PCA based anomaly detection is suitable for the extremely unbalanced data distribution (such as network security problems). In the future, we will also study how to speed up the procedure via online learning techniques (ie., develop a quick adjusting for the principal directions directly).
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