
International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Impact Factor (2012): 3.358 

Volume 3 Issue 9, September 2014 
www.ijsr.net 

Licensed Under Creative Commons Attribution CC BY 

Improved Visual Cryptography Scheme using 
Hopfield for Halftone Images 

 
Ramandeep Kaur1, Ravneet Kaur2 

 

1Research Fellow, Department of Computer Science & Engineering, Sri Guru Granth Sahib World University,  
Fatehgarh Sahib, Punjab, India 

 

2Assistant Professor, Department of Computer Science & Engineering, Sri Guru Granth Sahib World University,  
Fatehgarh Sahib, Punjab, India 

 
 
Abstract: Visual cryptography is an emerging cryptography technology that uses the characteristics of human vision to decrypt the 
encrypted images. Watermarking is a method in which an image or pattern is put on paper in the form of various shades of 
lightness/darkness especially when viewed by transmitted light. Digital watermarking where computer-aided information is used in the 
hiding information is one of the most popular forms of watermarking.  From security point of view it also ensures that hackers cannot 
perceive any clues about a secret image from individual cover images. In this paper proposed a digital watermarking scheme for 
halftone images in Visual Cryptography. By using this technique watermark is embedded in the synapse of cover image. The quality of 
watermarked image is same as that of cover image. In this research two images are taken and results for various parameters are 
compared. The experimental results show that the scheme is robust and transparent against various watermarking attack. 
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1. Introduction 
 
1.1 Visual Cryptography (2, 2) 
  
Visual cryptography is a (2, 2) secret sharing scheme. It was 
introduced by Naor and Shamir which is used to encrypt 
written material such as printed text, handwritten notes, 
pictures, etc., in a perfectly secure way which can be 
decoded directly by the human visual system. In visual 
secret sharing scheme an image is broken up into n parts 
called shares so that only someone with all n shares could 
decrypt the image, while any n-1 shares revealed no 
information about the original image. Each share was 
printed on a separate transparency and decryption was 
performed by overlaying the shares. When all n shares were 
overlaid, the original image would appear. Anyone who 
holds only one share will not able to reconstruct the secret 
information as single share does not contain complete secret 
information.  
 
Visual cryptography scheme where 2 shares are generated 
from the original secret image and by stacking together, the 
secret is reveal. This is the basics of the technique, however 
if we more than 2 shares are created and some or all of them 
staked for getting the real secret is called visual secret 
sharing. Following Figure shows the basic behind this 
scheme [7]. 

 
Figure 1: Basic concept of 2-out-of-2 VC 

 
In this concept one white or black pixel will divide into two 
sub pixel. One way combination of the pixel division is 
shown in above Figure 1. It is mention that the shares 1 and 
2 are stacked together and get the result in the form of 
complete black or gray (it's partially white and black but 
visualizes as gray). Because of this, when one stacked the 
shares the white in original secret image become gray in the 
stacked result. Stacking can be viewed as mathematically 
ORing, where white is equivalent to “0” and black is 
equivalent to “1”. 
 
(k, n) secret sharing scheme 
  
Naor-Shamir, 1994 shows (k, n) secret sharing in his paper. 
They explained as "an N-bits secret shared among n 
participants, using m sub pixels per secret bit (n strings of 
mN), so that any k can decrypt the secret": Contrast: There 
are d<m and 0<α<1: If pixel=1 at least d of the 
corresponding m sub pixels are dark (“1”). If pixel =0 no 
more than (d-αm) of the m sub pixels is dark Security: Any 
subset of less than k shares does not provide any information 
about the secret x. All shares code “0” and “1” with the 
same number of dark sub pixels in average may have to 
improvise [5]. 
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4. Proposed Algorithm 
  
A Hopfield network is a form of recurrent artificial neural 
network invented by John Hopfield. Neural networks are 
used in our proposed algorithm with hybrid cryptography 
technique to get well encrypted image.  
A Hopfield network is a network of N such artificial 
neurons, which are fully connected. The connection weight 
from neuron j to neuron i is given by a number wij. The 
collection of all such numbers is represented by the weight 
matrix W, whose components are wij .Now given the weight 
matrix and the updating rule for neurons the dynamics of the 
network is defined if we tell in which order we update the 
neurons. 
 
Steps: 
Step1-Input the gray levels of n,G={g1,g2,……gn} and the 
number of classes of an       image. 
Step2-Compute the distance measure DIS={dx,y} and the 
histogram {hy}, where X=1,2,…. n, and y=1,2,…..n. 
Step3-Set the initial number of the neurons to be x every 
class contains of least one gray level. 
Step4-Calculate the total input of each neuron (x,i) in a row 
x as 
          ^Netx,i= - 1/∑^

y=1 hy Vy,i  ∑
^
y=1 dx,y hy Vy,i 

Step5-Apply the WTA learning scheme to compute the new 
output value for each neuron on the row. 
Step6-Repeat step 4 and 5 for all rows and count the number 
of neuron for the new state. If there are no changing 
neurons, then go to step 7, otherwise go to step 4. 
Step7- Output the final state of neuron that indicates the gray 
level being assigned to the given classes. 
         Netx,i=∑

^
y=1 ∑

^
j=1 Wx,i,y,Vy.j +  Ix,i 

 

5. Proposed Digital Watermarking using 
Hopfield Model 

 
5.1 Embedding the Watermark 
 
1) In this approach we use an encoded image rather than the 

original cover image at the input layer of Hopfield 
Model. 

2) For embedding the cover image, first it is encoded using 
encoding bits and then the image is given Hopfield 
Model along with the desired watermark at the input 
layer. 

3) Cover image of any size is first converted into 512 by 
512 pixel value and then it is further  converted into 
Discrete Cosine Transform (DCT ) block by block and 
encoding bits are embedded in the mid band coefficients 
of the blocks . 

4) Inverse Discrete Cosine Transform (IDCT) of this      
embedded cover image is given to the input layer. 

5) Hopfield Model with the desired watermark to obtain 
watermarked cover image and the watermark images at 
the output layer of Hopfield Model.  

  
5.2 Extraction of Watermark 
 
1) First the watermarked image is DCT converted block 

wise.  
2) Then encoding bits are obtained from this image using 

the extraction algorithm and compared with the original 
encoding bits. 

3) If the match is found, then IDCT of this image is taken 
and given to the input layer of the Hopfield Model to 
extract the watermark, otherwise error message is 
displayed.  

4) The suspected image is given to the Hopfield Model for 
extraction only when the encoded bits are successfully 
derived from the suspected image. 

5) This encoded image is supplied as input to the Hopfield 
Model. The algorithm to obtain output watermark works 
only when the image is authentic. 

 
6. Experimental Results 
 
The following images are the experimental results: 
 

 
Figure 5: Secret Image 

 

 
Figure 6: To Select Cover Image 

 

 
Figure 7: Cover Image 
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Figure 8: Original Image 

 

 
Figure 9: Embedded Image 

 
In Fig 10, test the robustness of the proposed scheme several 
watermarking attacks have been applied such as Add white 
noise, Gaussion Low Pass Filter, Compression, Crop etc 
 

 
Figure 10: Enter the Image Selection 

 

 
Figure 11: After adding white noise image 

 

 
Figure 12: Gaussion Lowpass Filter 

 

 
Figure 13: Compression 

 

 
Figure 14: Crop Image 

 

 
Figure 15: Rotate 10◦ 
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Figure 16: Without Noise 

 
7. Analysis of the Proposed Scheme 
 
This section shows results regarding the Peak Signal to 
Noise Ratio (PSNR) and Normalized Cross Correlation 
(NC) to evaluate the proposed watermarking scheme.’ 
 PSNR- To calculate the Peak Signal to Noise ratio 
(PSNR), the following formula is used. 
PSNR(db) = 10 log10  

Where  σ2 = 2 

Where M  X  N is the size of cover image, Xij is the gray 
level of (i,j) pixel of the cover image. Zij denotes the gray 
level of (i,j) pixel of the watermarked image.X2 Peak shows 
the squared peak values of the cover image. The higher 
PSNR means more similar encoded image and the cover 
image. 

 NCor- NCor means Normalized Correlation. It means that 
there is visibly no difference between cover image and 
watermarked image i.e. two images are correlate with each 
other. 
 
In the tables and diagrams we compared our proposed work 
with the previous implemented technique by using PSNR 
and NCor parameters on two images, Baboon and Lena. The 
Comparison shows that our technique is much better than 
the previous implemented technique.   

 
Table 1: Baboon (PSNR) for FCNN and Hopfield Model 

S. 
No 

Parameters Baboon 
PSNR 

FCNN 
HOPFIELD 

MODEL 

1 
Add. White 
Gaussian Noise 33.5555      51.668 

2 
Gaussian Low 
pass filter 25.4505     48.7944 

3 Compression 43.4607 43.457 
4 Image cut 43.4693     43.4731 
5 Rotate 10° 43.4623 43.463 

6 

Direct 
Detection of 
watermark 32.3705     46.0236 

 
 

 
Figure 17: Baboon (PSNR) for FCNN and Hopfield Model 

 
Table 1 and fig 17 shows the image Baboon’s PSNR value 
by using FCNN and Hopfield model for six different 
parameters. In this table we can seen that for three 
parameters compression, image cut, rotate 10◦ the results are 
almost same and by adding white Gaussian noise,  Gaussian 
low pass filter, Direct detection of watermark the results are 
better for Hopfield model. 
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Table 2: Baboon (NCor) for FCNN and Hopfield Model 

S. 
No 

Parameters 

Baboon 
NCor 

FCNN Hopfield Model 

1 Add. White Gaussian Noise 0.9997 0.9998 
2 Gaussian Low pass filter 0.99320 0.9933 
3 CompCompression 0.0041 0.0045 
4 Image cut 0.0031 0.0027 
5 Rotate 10◦ 0.0039 0.0039 
6 Direct Detection of watermark 1 1 

 
Table 2 shows the image Baboon’s NCor value by using 
FCNN and Hopfield model for six different parameters. In 
this table we can seen that for all parameters compression, 
image cut, rotate 10◦, by adding white Gaussian noise,  
Gaussian low pass filter, Direct detection of watermark the 

results are same for FCNN and Hopfield model. It means 
that there is visibly no difference between cover image and 
watermarked image i.e. two images are correlate with each 
other. 
 
Table 3: Lena (PSNR) for FCNN and Hopfield Model 

S. No Parameters 
Lena 
PSNR 

FCNN Hopfield Model
1 Add. White Gaussian Noise 32.7601 50.2369 
2 Gaussian Low pass filter 23.9393 43.7169 
3 Compression 43.4587 43.4589 
4 Image cut 43.4645 43.4675 
5 Rotate 10° 43.4604 43.4610 
6 Direct Detection of watermark 31.5751 44.4329 

 

 
Figure 18: Lena (PSNR) for FCNN and Hopfield Model 

 
Table 3 and fig 18 shows the image Lena’s PSNR value by 
using FCNN and Hopfield model for six different 
parameters. In this table we can seen that for three 
parameters compression, image cut, rotate 10◦ the results are 
almost same and by adding white Gaussian noise,  Gaussian 
low pass filter, Direct detection of watermark the results are 
better for Hopfield model. 

 
Table 4: Lena (NCor) for FCNN and Hopfield Model 

S. 
No 

Parameters 
Lena
NCor

FCNN HOPFIELD MODEL
1 Add. White Gaussian Noise 1 1
2 Gaussian Low pass filter 0.9963 0.9963
3 Compression 0.0036 0.0036
4 Image cut 0.0030 0.0026
5 Rotate 10° 0.0034 0.0034
6 Direct Detection of watermark 1 1

Table 4 shows the image Lena’s Ncor value by using FCNN 
and Hopfield model for six different parameters. In this table 
we can seen that for all parameters compression, image cut, 
rotate 10◦, by adding white Gaussian noise,  Gaussian low 
pass filter, Direct detection of watermark the results are 
same for FCNN and Hopfield model. It means that there is 
visibly no difference between cover image and watermarked 
image i.e. two images are correlate with each other. 
 
8. Conclusion & Future Scope 
 
In this paper Hopfield model are presented for digital water 
marking in Visual Cryptography. By using this techniques 
watermark is embedded in the synapse of cover image. The 
quality of watermarked image is same as that of cover 
image. In this research two images are taken and results for 
various parameters are compared. But Hopfield model 
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shows better results for Peak Signal to Noise Ratio in three 
parameters i.e. by adding white Gaussian noise, by using 
Gaussian low pass filter, direct detection of water mark and 
for other three parameters compression, image cut and rotate 
10◦ the results are same . This shows that Hopfield model 
can resist various attack better than FCNN. In the case of 
normal correlation FCNN and Hopfield model shows almost 
same result. i.e. there is visibly no difference between the 
cover image and watermarked image. 
 
In future, a new algorithm can be designed to embed and 
extract a watermark using neural networks in Visual 
Cryptography, where the neural network will be used in both 
the embedding process as well as the extraction process. The 
neural network used may be trained to detect the suitable 
place to embed the watermark based on Region of Interest 
(ROI). Once the watermark is embedded, the embedded area 
can be again detected from the watermarked signal using 
another trained neural network. 
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