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Abstract: Data Mining or Knowledge Discovery in Databsaes is an advanced approach which refers to the extraction of previously 
unknown and useful information from large databases. Association Rule Mining is an important technique of data mining. This 
technique emphasis on finding interesting relationships. For understanding these relationships, a technique called Market Basket 
Analysis has been introduced in Data Mining. This helps in understanding the customer behaviour more easily so that frequent patterns 
can be generated. Apriori algorithm is used in association rule mining for generating frequent patterns. But it generates patterns only 
on the basis of presence and absence of items, resulting into lack of efficient results. So new parameters have been included in this 
paper which will be helpful in giving maximum profit to the business organizations. This paper shows that how addition of new 
parameters improve the efficiency of Apriori algorithm by comparing the results of improved algorithm with the results of traditional 
Apriori algorithm. 
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1. Introduction  
  
1.1 Data Mining 
 
Data mining [11], also popularly known as Knowledge 
Discovery in Databases (KDD), refers to the non-trivial 
extraction of implicit, previously unknown and potentially 
useful information from data in large databases. Generally, 
both data mining and knowledge discovery in databases are 
treated as synonyms but the fact is that data mining is 
actually a part of knowledge discovery process. Moreover, 
the patterns discovered depends completely on the technique 
which we employ. The patterns vary from one technique to 
another technique. Its main objectives are predicting and 
describing the data. The following steps are involved in the 
KDD process as shown in fig 1.1: 
 

 
Figure 1.1: KDD Process 

 

 Mainly it involves three processes as: 
 
1) Pre-processing: This process is executed before data 

mining techniques are actually applied on the data. It 
involves data cleansing, data integration, data selection 
and transformation.  

2) Data Mining: It is the main step of KDD process. It uses 
different algorithms to extract the hidden information. 

3) Post Processing: It’s the last step of KDD process which 
evaluates the mining result according to requirement of 
user and domain knowledge. It presents knowledge only 
if results are satisfactory, otherwise more processes are 
run till desired results are achieved.  

 
Data mining involves many useful techniques. Association 
Rule Mining is one among them. Its main job is to find 
interesting relationships or association rules between 
databases which helps in various data mining projects. 
  
1.2 Association Rule Mining(ARM) 
 
1.2.1 Introduction 
Association Rule Mining [4] is a widely-used approach in 
data mining. It is used for generating association rules which 
help in revealing interesting relationships in large databases. 
These association rules not only help in describing 
relationships in large databases but also used for 
discriminating between different kinds of databases. 
Association rule mining deals with not only finding 
relationships but with interesting relationships. 
 
1.2.2  Concepts Of Association Rule Mining: 
Suppose we have I as a set of items, D as a set of 
transactions, then association rule is an implication of the 
form X ->Y, where X, Y are subsets of I, and X, Y do not 
intersect. 
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Every rule involves mainly two measures- support and 
confidence.  
 
 Support: It’s the probability that both X and Y will come 

together in a transaction.  
 Support(X, Y) = n (XUY)/N  
 N=Total no .of transactions.  
 Confidence: It’s the probability that follows a condition 

that is a transaction having X also contains Y.  
 Confidence(X, Y) = support (XUY)/support(X)  
 Itemset: It is a set of items in a transactional database.  
 k-itemset: It is a set of k-items in a transactional database. 
 
1.2.3  Market Basket Analysis 
Market Basket Analysis [9] is of great help in association 
rule mining. It’s of great help in studying the behaviour of 
the customers. In this, the items to be purchased by the 
customer are placed together and the purchasing behaviour of 
customers is analysed. In this way the organizations get an 
idea that which items to be selected more and how much 
quantity of those items needs to be raised for gaining 
maximum profit. So they place the items accordingly. 
Moreover, in this way the organizations get an idea about 
customer’s requirements easily.  
 

2. Apriori Algorithm  
 
The Apriori algorithm [10] was proposed by R. Agrawal and 
R. Srikant in 1994. They introduced an innovative approach 
of finding association rules on large scale. With the help of 
this algorithm frequent itemsets are generated from 
transactional database. It generates these itemsets based upon 
the minimum support threshold. 
 
2.1 Basic Concepts Of Apriori Algorithm: 
 
Some basic terms related to Apriori are: 
 Itemset: It’s a collection of items in a database. 
 Transaction: It’s a database entry which contains a 

collection of items. 
 Support: Interesting association rule can be measured with 

the help of support criteria. Support is nothing but how 
many transactions have such itemsets that match both sides 
of the 

 Implications in the association rule. 
 Support (i) =Count (i)/total transaction 
 Candidate Itemset (Li): Items which are only used for the 

processing. Candidate itemsets are all possible 
combination of itemsets.  

 Minimum Support: It’s a condition which helps to 
eliminate the non-frequent items from database.  

 Frequent Itemset (Large Itemset (Li)): The itemsets which 
satisfies the minimum support criteria are known as 
frequent itemsets.  

 
2.2 Working of Apriori Algorithm: 
 
Apriori algorithm is applied on the transactional databse. It 
generates both frequent and non-frequent itemsets [3] as a 
result. But the frequent itemsets are further used whereas 
non-frequent itemsets are discarded. This process continues 

till we end with frequent itemsets only. Basically this process 
can be summarized in two basic concepts as:  
 
 a) Joining: In this step candidate itemsets are joined. 
 b) Pruning: In this step frequent itemsets are discovered and 
used whereas non-frequent itemsets are discarded. 
 
Apriori Algorithm Steps: 
1) First, the set of frequent 1-itemsets is found. (Known as 

C1). 
2) Then support is calculated by counting the occurrence of 

the item in transactional database. 
3) After that we will prune the C1 using minimum support 

Criteria. The item which satisfies the minimum support 
criteria is taken into consideration for the next process 
and which is known as L1. 

4) Then again candidate set generation is carried out and the 
2-itemset which is generated known as C2. 

5) Again we will calculate the support of the 2- Itemset.and 
we will prune C2 using minimum support and generate 
L2. 

6) This process continues till there is no Candidate set and 
frequent itemsets can be generated. 

 
3. Problem Statement and Methodology 
 
3.1 Enhancement of Attributes of Apriori Algorithm in 

Association Rule Learning 
 
Proposed Research work is based on the improvement of 
algorithm which is based upon the Apriori algorithm that will 
enhance the efficiency by making a model of prototype 
which will be beneficial in overcoming the shortcomings of 
Apriori algorithm. The Apriori algorithm is theoretically and 
experimentally analyzed which is the most established 
algorithm for frequent itemset mining. The work is focused 
on Apriori algorithm. The proposed improvement of 
algorithm is implemented in C and the work also involves the 
use of some tools of data mining. 
 
3.2 Primary Objective  
 
The work is the efficient frequent patterns extracted through 
utilization of attributes in order to overcome the 
disadvantages of association rule mining and Apriori 
algorithm. It has the following main objectives: 
 
 To identify interesting patterns from transactional 

database. 
 To improve efficiency of Apriori algorithm and association 

rule mining by generating interesting patterns using 
attributes, i.e. profit ratio using Q-factor and the Profit-
Weighing factor. 

 The interesting patterns should give maximum profit to the 
business. 

 
3.3 Steps of Proposed Methodology 
 
Following are the steps involved in the proposed 
methodology. It will tell that how the proposed work has 
been done. Firstly, a transactional database is assumed on 
which the proposed methodology is to be applied. 
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STEP 1: Firstly, a database is assumed which consists of 
number of items to be purchased by the customer and total 
profit achieved by the items. Profit ratio for each item is 
calculated by applying Q-Factor. 
STEP 2: Now, a transactional database is assumed which 
consists of number of items that are purchased by the 
customer and total number of transactions in which the 
customer purchases the items.  
STEP 3: Now, the Apriori algorithm of association rule 
mining is applied in order to determine the frequency of each 
itemset. 
STEP 4: The confidence measure of each itemset is 
calculated. 
STEP 5: The itemsets are sorted based upon the user 
specified minimum confidence. 
STEP 6: Now, the Profit-Weighing Factor is applied on the 
sorted itemsets. 
STEP 7: Output is the frequent itemsets which are giving 
maximum profit to the business. 
 

4. Results and Discussion 
 
The various results that are obtained by the implementation 
of the proposed improved algorithm are discussed below. 
The Apriori algorithm is applied to the dataset containing 5 
transactions and 3 itemsets. This Apriori algorithm is applied 
using the data mining tool - Tanagra. The various parameters 
for Apriori algorithm are entered i.e. the values for minimum 
support and minimum confidence is given by the end user.  
 

 
Figure 4.1: Importing the dataset in Tanagra 

 

 
Figure 4.2: Viewing the dataset in Tanagra 

 
Figure 4.3: Specifying the values of parameters 

 

 
Figure 4.4: Rules obtained using Apriori algorithm in 

tanagra 
  
The various frequent itemsets obtained with the help of 
above method are ab, ac, bc, abc. The above algorithm takes 
into consideration only the presence and absence of an item 
in the transactional database and do not consider the profit 
associated with each item. The proposed improved algorithm 
considers the profit attribute of each item and thus calculates 
the profit ratio using Q-factor for each item. This is 
beneficial as it gives the total amount of profit an itemset is 
giving to the seller. The proposed improved algorithm is 
applied to the same dataset. Here dataset containing 5 
transactions and 3 items is considered whose implementation 
output is shown below. The whole implementation is done in 
multiple steps using C Language.  
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The above results can be shown with the help of graph which 
clearly explains that the frequent itemset which is giving 
100% confidence with the classical Apriori algorithm may 
not provide high profit to the seller. The proposed improved 
algorithm calculates the profit weighing factor. This factor is 
helpful to know the profit associated with various frequent 
itemsets generated. 

 

 
Figure 4.5: Frequent itemsets from dataset associated with 

confidence 

The above graph shows that the frequent itemsets 'ac' and 'bc' 
have 100% confidence. Hence these two itemsets are highly 
valuable to the seller.  

 

 
Figure 4.6: Frequent itemsets from dataset associated with 

P-W factor 
 
The above graph shows that the frequent itemset 'ac' is 
providing the maximum profit. Though 'bc' is the frequent 
itemset which is providing 100% confidence with the 
classical Apriori algorithm but with the proposed 
methodology, the itemset 'bc' is providing a profit that is 
below the profit weighing threshold. Hence the proposed 
improved algorithm proves to be very valuable to the seller 
and thus increase the total profit to the business. The 
proposed algorithm is applied to many other datasets to test 
its validity. The results were appreciable in each of the cases 
and thus increasing the performance. 
 

5. Conclusion and Future Scope 
 
The conclusion to this work is that we can figure out the 
association rule by extracting out the frequent patterns from 
the large transactional database. Apriori algorithm is applied 
on the transactional database. By using measures of Apriori 
algorithm, frequent itemsets can be generated from the 
database. But the Apriori algorithm is associated with certain 
limitations like scanning time, memory optimization, 
candidate generation, etc.  
 
Although several different strategies have been proposed to 
tackle efficiency issues, they are not always successful. 
Recently, the data mining community has turned to the 
mining of interesting association rules to facilitate business 
development by increasing the utility of an enterprise. It 
proposed an approach which focuses on the utility, 
significance, quantity and profit of individual items for the 
mining of novel association patterns. The mined interesting 
association patterns are used to offer valuable suggestions to 
an enterprise for intensifying its business utility. 
 
However, in future this can be improved into a new 
methodology, which will output only one or two frequent 
itemsets that are giving maximum profit to the enterprise so 
that no confusion exists related to the selection of profitable 
itemset among large number of frequent itemsets. This 
proposed algorithm works for smaller number of items which 
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in the future can be enhanced to work for larger number of 
items. 
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