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Abstract: The Process of shot boundary detection is a fundamental requirement in automatic video indexing, editing and archiving. Many algorithms have been proposed for detecting video shot boundaries and classifying shot and shot transition types. This paper presents a comparison of several new shot boundary detection and classification techniques and their variations including Histograms, Discrete wavelet transform, Haar wavelet based video shot detection and VGRAPH Methods. The performance and ease of selecting good thresholds for these algorithms are evaluated based on a wide variety of video sequences. Threshold selection requires a trade-off between recall and precision that must be guided by the target application.
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1. Introduction

With the widespread usage of video in computer systems and networks, automatic video content summarization techniques are becoming a necessity. A concise and informative video summary will enable the user to quickly figure out general content of a video and help him/her to decide if it is worthwhile to watch through whole sequence. For video content retrieval, a video summary will dramatically save the user’s time and efforts to spot the desired videos from large volume of video collections.

One of the major preludes to video summarization is video shot detection (VSD). Recently, several approaches have been proposed. These methods segment the video into camera shots and extract fixed number of key frames from each shot. The major techniques that have been used for shot boundary detection are DWT [11] co-efficient band differences, Harr [12] Wavelet co-efficient band differences, Histogram difference and VGRAPH [14].

2. Objective

There has been a good deal of research on using computers to do automatic content extraction of videos. Here we focused on cut detection, and more recent work has focused on detecting gradual transitions. The major techniques that have been used for shot boundary detection are DWT, Haar, and VGRAPH. The only reported comparisons of these techniques applied the tested methods to a small number of short test sequences and sometimes tuned the methods to work well on those sequences.


3.1 Dwt Based Video Shot Detection and Video Summarization

A video clip is composed of multiple frames. Actually, one video frame represents one still image so one scene of the video clip contain at least thirty frames depending on the frame rate of the video. The visual contents of the frames are not different too much but there are merely nibble changes to be represented video motion in them. Hence, the thirty frames or one scene can be taken only single information of the video. Whenever we wanted to display other information, the scenes are needed to change. Hence, when we want to show only the information of the video as a summarization, we do not need to show all frames of a scene and merely one frame is enough to represent the information. It can be illustrated as follow.

The visual contents can be represented by two approaches, spatial (pixel) and frequency (color). In the spatial approaches, the visual contents of a frame or an image are composed of pixels with different gray level values. Hence, if some of related pixel values of two frames are different, the visual contents of the two frames are also different. Similarly in frequency, if frequency components of two images are different, the images are exactly different. By this way, scene changes can be detected by finding the difference over a threshold.

Wavelet processing is one of the frequency domain based processing. When an image is performed by DWT wavelet [11], the following four sub band images with different properties are achieved. As shown in figure 1, in the four sub-band transformed images, LL corresponds to a smooth version of original image. HL, LH and HH are the three coefficients of details. Hence, the obviously change in
original image can cause the changes in coefficient values of the three sub bands.

Figure 1: Wavelet Transform image

According to the above wavelet expression, the three sub bands coefficient change is one of the possible approaches to detect scene change and extraction of key frame.

Steps for Video shot detection by DWT Wavelet.

- Step1: Read all frames from given input video and eliminate RGB frame to grey.
- Step2: Grey frame is transformed by level 1 of DWT to obtain four sub bands co-efficient as shown in fig1.
- Step3: Calculate Difference of three bands except the LL band in four sub bands.
- Step4: Calculate mean, Standard Deviation and Estimate the Threshold
- Step5: Apply Threshold to identify shots and non-shots.

3.2 Harr Wavelet Based Video Shot Detection:

Haar functions are used since 1910[12]. They were introduced by Hungarian mathematician Alfred Haar. These transforms have been applied, for instance, to spectral techniques for multiple valued logic, image coding, edge extraction, etc. A complete orthogonal system of functions in $L^p[0, 1]$, $p \in [2, \infty]$ which takes values from the set \{0, 2^j : j \in \mathbb{N}\} was defined by Haar. This system of functions has property that each function continuous on interval (0, 1) may be represented by a uniformly and convergent series in terms of elements of this system. The Haar definition is shown below

$$
\text{Haar}(0, t) = 1, \text{ for } t \in [0, 1];
$$

$$
\text{Haar}(1, t) = \begin{cases} 
1, & \text{for } t \in [0, 2^j]; \\
-2, & \text{for } t \in [2^j, 2^{j+1}]. 
\end{cases}
$$

Discrete Haar functions may be defined as functions determined by sampling the Haar functions at $2^n$ points. These functions can be conveniently represented by means of matrix form. The Haar matrices $H(n)$ are considered in the natural and sequence ordering which differ in the ordering of rows. Each row of the matrix $H(n)$ includes the discrete Haar sequence $\text{haar}(w, t)$. In this notation, index $w$ identifies the number of the Haar function and index $t$ the discrete point of the function determination interval. In this case, the Haar matrix of any dimension may be obtained by the following recurrence relation: $X=2^{n-1/2}$

$$
H(n) = \left[ \frac{H(n-1)}{2} \otimes \left[ \frac{1}{2} + 1 \right] \right], \quad H(0) = 1
$$

The Haar matrix is non-symmetric and its elements are 1, −1 or 0, multiplied by powers of $\sqrt{2}$. The discrete, orthogonal Haar functions, obtained from the above formula, are defined on [0, 1] interval. i.e fig 2 Shows Haar wavelet transformed Image.

Steps for Video shot detection by Haar Wavelet.

- Step1: Read all frames from given input video and eliminate RGB frame to grey.
- Step2: Grey frame is transformed by level 1 of Haar to obtain four sub bands co-efficient as shown in fig 2.
- Step3: Calculate Difference of three bands except the LL band in four sub bands.
- Step4: Calculate mean, Standard Deviation and Estimate the Threshold
- Step5: Apply Threshold to identify shots and non-shots.

Figure 2: Wavelet Transform image

3.3 VGRAPH

An Effective Approach for Generating Static video Summarization. Steps of VGRAPH Approach [14]:

- Step1: The Original Video is Pre-Sampled. The target of the pre sampling step is to reduce the number of frames to be processed. Selecting suitable sampling rate is very important; as low sampling rate leads to poor video summaries; while large sampling rate shortens the video summary. VGRAPH approach is selected to be one frame per second.
- Step 2: Pre sampled video is segmented into shots using the color features. For Video temporal segmentation step, a simple shot boundary detection method is used
- Step 3: The noise frames are eliminated and representative frame is selected from each shot.
- Step 4: Key frames are extracted using nearest neighbor graph which is built from texture features extracted from shot representative frames.

4. Experimental Results

We have examined four popular techniques of shot boundary detection and results are compared. All the methods implemented in this paper are tested on a wide range of thresholds. For each combination of algorithm and threshold set, we measure the number of shot boundaries that were correctly detected, number of false positive and number of missed boundaries. It is a common way to choose Recall and Precision as the appropriate evaluation criteria.

Recall = \frac{\text{correct}}{\text{correct} + \text{missed}}

Precision = \frac{\text{correct}}{\text{correct} + \text{false positive}}

In many applications, a tradeoff must be made between the recall and precision. It may or may not be acceptable to...
retrieve extra shot boundaries that would otherwise be missed at the expense of retrieving of each method.

Sample Input video 1

5. Results

1. DWT based Video Shot Detection & Summarization.

![Figure 5: DWT Output Key Frames for Video](image)

2. HAAR based Video Shot Detection & Summarization

![Figure 6: HAAR Output Key Frames for Video](image)
3. VGRAPH based Video Shot Detection & Summarization

**Figure 8:** VGRAPH Output Key Frames for Video

<table>
<thead>
<tr>
<th>Method</th>
<th>Video Name</th>
<th>Total Frames</th>
<th>Actual Cut</th>
<th>Shot Detected</th>
<th>Shot Miss</th>
<th>False Detect</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWT</td>
<td>1.FootBall</td>
<td>1711</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>617</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>742</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>610</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Haar</td>
<td>1.FootBall</td>
<td>1711</td>
<td>9</td>
<td>8</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>617</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>742</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>610</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>VGRAPH</td>
<td>1.FootBall</td>
<td>1711</td>
<td>9</td>
<td>11</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>617</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>742</td>
<td>7</td>
<td>11</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>610</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 2:** Recall and Precision for test data

<table>
<thead>
<tr>
<th>Method</th>
<th>Video Name</th>
<th>Recall</th>
<th>Precision</th>
<th>Computation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWT</td>
<td>1.FootBall</td>
<td>1.00</td>
<td>1.00</td>
<td>213.87</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>0.80</td>
<td>1.00</td>
<td>19.12</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>0.71</td>
<td>1.00</td>
<td>69.7</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>0.85</td>
<td>1.00</td>
<td>67.49</td>
</tr>
<tr>
<td>Haar</td>
<td>1.FootBall</td>
<td>0.80</td>
<td>0.88</td>
<td>53.01</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>0.83</td>
<td>0.83</td>
<td>19.71</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>0.57</td>
<td>1.00</td>
<td>22.97</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>1.00</td>
<td>0.88</td>
<td>57.24</td>
</tr>
<tr>
<td>VGRAPH</td>
<td>1.FootBall</td>
<td>0.91</td>
<td>0.78</td>
<td>25.65</td>
</tr>
<tr>
<td></td>
<td>2.Park</td>
<td>0.83</td>
<td>0.83</td>
<td>9.85</td>
</tr>
<tr>
<td></td>
<td>3.Wild</td>
<td>0.91</td>
<td>0.66</td>
<td>11.11</td>
</tr>
<tr>
<td></td>
<td>4.Cut3</td>
<td>0.90</td>
<td>0.69</td>
<td>28.62</td>
</tr>
</tbody>
</table>

6. Conclusion

A combination of these three wavelet band features might produce better results than either the region histogram or the running histogram algorithms. In general, the simpler algorithms outperformed the more complicated algorithms. These complicated algorithms were sensitive to the threshold settings and “hidden” parameters not specified in the literature.

Dwt Based Shot Detection method takes more time to compute the coefficients bands, Haar Wavelet method takes less time to compute the bands and VGRAPH method which will take the advantage of both Wavelet and which uses the color feature and the Histogram to detect the shots. Based on the shots Key frames are Summarized.
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