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Abstract: Wireless Sensor Networks (WSNs) are used in many applications in military, ecological, and health-related areas. These 
applications often include the monitoring of sensitive information such as enemy movement on the battlefield or the location of 
personnel in a building. Fault Tolerance is therefore important in WSNs. The reliability of wireless sensor networks (WSNs) is affected 
by faults that may occur due to various reasons such as malfunctioning hardware, software glitches, dislocation, or environmental 
hazards. A WSN that is not prepared to deal with such situations may suffer a reduction in overall lifetime, or lead to hazardous 
consequences in critical application contexts. One of the major fault recovery techniques is the exploitation of redundancy, which is 
often a default condition in WSNs. Another major approach is the involvement of base stations or other resourceful nodes to maintain 
operations after failures. We present a self-organizing, single hop clustering scheme, which is based on partitioning sensor networks 
into several disjoint cliques. Clustering sensor nodes into small groups is an effective method to achieve fault tolerance, scalability, load 
balancing, routing etc. Here, each node obtains a list of its neighbour’s connectivity as well as their degree of connection at first. Then, 
the node with highest degree of connection initiates clique formation process and makes the cluster. Among all the members of the 
cluster, the node with maximum energy is selected as cluster head (CH). 
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1. Introduction 

 
Advances in embedded systems technology have made it 
possible to build wireless sensor nodes, which are small 
devices with limited memory, processing power, and energy 
resources. Due to the low cost associated to these devices, it 
is possible to conceive the deployment of large-scale 
wireless sensor networks (WSN) with potentially thousands 
of nodes. Those sensor nodes are designed to collect data, 
monitor and control the physical environment efficiently. 
Each of these devices is equipped with a small processor and 
wireless communication antenna and is powered by a battery 
making it very resource constrained. These sensors are 
typically scattered around a sensing field to collect 
information about their surroundings. Sensor network 
periodically gather data from a remote terrain where each 
node continually senses the environment and sends back the 
data to the Base Station (BS) for further analysis, which is 
usually located considerably far from the target area.  
 
In these WSN deployments, it is common to have a node 
providing functionality to its neighbours. Multi-hop routing 
is a simple example of such a service, where nodes forward 
messages on behalf of each other. Often, nodes assume 
dedicated roles such as cluster head, which implies the 
responsibility for certain tasks. For example, a cluster head 
could aggregate sensor data before it is forwarded to a base 
station, thereby saving energy. Nodes with stronger 
hardware capabilities can perform operations for other nodes 
that would either have to spend a significant amount of 
energy or would not be capable of performing these 
operations. These services, however, may fail due to various 
reasons, including radio interference, desynchronization, 
battery exhaustion, or dislocation. Such failures are caused 
by software and hardware faults, environmental conditions, 
malicious behaviour, or bad timing of a legitimate action. In 
general, the consequence of such an event is that a node 

becomes unreachable or violates certain conditions that are 
essential for providing a service, for example by moving to a 
different location, the node can no further provide sensor 
data about its former location.  
 
To comprehend fault tolerance mechanisms, it is important 
to point out the difference between faults, errors, and 
failures. A fault is any kind of defect that leads to an error. 
An error corresponds to an incorrect (undefined) system 
state. Such a state may lead to a failure. A failure is the 
(observable) manifestation of an error, which occurs when 
the system deviates from its specification and cannot deliver 
its intended functionality.Figure1 illustrates the difference 
between fault, error, and failure. A sensor service running on 
node A is expected to periodically send the measurements of 
its sensors to an aggregation service running on node B. 
However, node A suffers an impact causing a loose 
connection with one of its sensors. Since the code 
implementing node as service is not designed to detect and 
overcome such situations, an erroneous state is reached 
when the sensor service tries to acquire data from the sensor. 
Due to this state, the service does not send sensor data to the 
aggregation service within the specified time interval. This 
results in a crash or omission failure of node A observed by 
node B. 
 
In the scenario explained above, the fault is the loose 
connection of the sensor. The error is the state of the service 
after trying to read the sensor data and the failure occurs 
when the application does not send the sensor data within 
the specified time interval. 
 
Node does not need a route to a destination until that 
destination is to be the sink of data packets sent by the node. 
Reactive protocols often consume much less bandwidth than 
proactive protocols, but the delay to determine a route can 
be significantly high and they will typically experience a 
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long delay for discovering a route to a destination prior to 
the actual communication. 
 

 
Figure 1: Failure cause by loosely connected sensor 

 
2. Related Work 

 
C. Kavitha, et al., [1] an Energy efficient fault-tolerant 
multipath routing technique which utilizes multiple paths 
between source and the sink has been proposed. This 
protocol is intended to provide a reliable transmission 
environment with low energy consumption by efficiently 
utilizing the energy availability and the available bandwidth 
of the nodes to identify multiple routes to the destination. To 
achieve reliability and fault tolerance, this protocol selects 
reliable paths based on the average reliability the rank 
(ARR) of the paths. Average reliability rank of a path is 
based on each node's reliability rank (RR), which represents 
the probability that a node correctly delivers data to the 
destination. In case the existing route encounters some 
unexpected link or route failure, the algorithm selects the 
path with the next highest ARR, from the list of selected 
paths. Simulation results show that the proposed protocol 
minimizes the energy and latency and maximizes the 
delivery ratio. 
 
Seokcheon Lee, et al., [2] stated a new metric, energy cost, 
devised to consider a balance of sensors remaining energies, 
as well as energy efficiency. This metric gives rise to the 
design of the distributed energy balanced routing (DEBR) 
algorithm devised to balance the data traffic of sensor 
networks in a decentralized manner and consequently 
prolong the lifetime of the networks. DEBR is scalable in 
the number of sensors and also robust to the variations in the 
dynamics of event generation. They demonstrated the 
effectiveness of the proposed algorithm by comparing three 
existing routing algorithms: direct communication approach, 
minimum transmission energy, and self-organized routing 
and find that energy balance should be considered to extend 
lifetime of sensor network and increase robustness of sensor 
network for diverse event generation patterns. 
 
Julien Beaudaux, et al., [3] have worked on an original 
layer-independent scheme. The key aspect is to create fake 
data sources that have acted as storage nodes during the 
failure of links leading to the sink station. They use control 
messages during gradual recovery phase, thus maintaining a 
negligible overhead in terms of message complexity and 
energy consumption, and also resulting in much improved 
data delivery ratio. They aim at detailing their contribution 
for message loss avoidance along prone-to failure paths that 
monitoring reports would follow from sensors to sink 
stations. 

Raza H. Abedi, et al., [4] proposed a new approach that uses 
Bayesian Network model to compute the failure probability 
of relay nodes. Sensor nodes learn about the failure 
probability of relay nodes through regular updates. 
Moreover, an algorithm is proposed to find two disjoint 
paths for each sensor nodes in the network. Simulation 
results are presented to analyze the fault tolerance in 
different network configurations. 
 
Meikang Qiu, et al., [5] proposed a novel energy-aware fault 
tolerance mechanism for WSN, called Informer Homed 
Routing (IHR).In Informer Homed Routing (IHR), the non 
cluster head nodes limit and select the target of their data 
transmission. Therefore, it consumes less energy. Their 
experiments show that proposed protocol can dramatically 
reduce energy consumption, compared to two existing 
protocols, LEACH and DHR. 
 
3. Proposed Methodology 

 
To achieve the fault tolerant energy efficient wireless sensor 
network, a randomly deployed wireless sensor network 
requires a cluster formation protocol to partition the network 
into clusters. Moreover, most of the WSN applications need 
data aggregation to reduce communication overhead.  
Here, we analyze maximal clique based cluster-first 
technique where each node obtains a list of its neighbour’s 
connectivity as well as their degree of connection at first 
which forms non-overlapping clusters of size n; where n is 
the maximum cluster size. By exchanging information of 1-
hop neighbours, all sensor nodes in the network are grouped 
into a number of disjoint cliques, in which all the nodes can 
directly communicate with each other. Among all the nodes 
in a cluster, the node with maximum energy becomes cluster 
head. Then, the node with highest degree of connection 
initiates clique formation process and makes the cluster. 
Among all the members of the cluster, the node with 
maximum energy is selected as cluster head (CH). 
 

 
Figure 2: Detection of faults and energy efficiency 

 
Generally, sensors consume energy when they sense, receive 
and transmit data. However, the amount of energy 
consumption for sensing is unaffected by the routing 
algorithm and only a small difference exists between the 
power consumption for idle and receiving modes.  
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The clusters that are formed need to check for Total Energy 
Cost (TEC) in order to find out the energy cost of clusters. 
Nodes with low total energy cost finds path to send data to 
base station. If faults occur at that path then node with 
another high degree can send data to that path. 
 
The definition of the composite measure, energy cost (ECi) 
for a transmission from node i to j is: 
ECij =Required energy from node i to j/Available energy at 
node i. 
 
The basic idea of the proposed routing algorithm is to use a 
path having the minimum EC. When a sensor i sends data to 
the base station, it can transmit data to the base station 
directly or route the data to one of its neighbours (Ni). In 
other words, the sensor determines which sensor is the best 
candidate for direct communication with the base station 
among its neighbours and itself. For evaluating these 
alternatives, sensor i considers the total required energies to 
the base station via neighbouring nodes. The total energy 
cost (TECik) of a neighbouring node k at senor i is simply 
the sum of the energy costs from node i to k and from node k 
to the base station: 
 
TECik = ECik + ECk, BS  
 
This measure is the composite quantity that indicates the 
goodness of a path including a neighbouring node. Based on 
this metric, sensor i can select the best candidate, node K, 
for direct communication with the base station: 
 
If the best candidate node is the node i itself, it sends data to 
the base station and completes the routing process for the 
data. Otherwise, it forwards the data to the best candidate 
among its neighbouring nodes and that node then repeats the 
same routing process. This process continues until a node 
selects itself as the best candidate and sends directly to the 
base station. This localized decision making process results 
in a monotonic decrease of energy cost over time because 
the best candidate can have an indirect path that is better 
than direct transmission. 
 
4. Implementation Work 

 
1. Network Model 
Consider a set of sensors dispersed in the field. We assume 
the following properties about the sensor network: 

i. Every node is assigned a unique ID. 
ii. Links are bidirectional, i.e. two nodes u1 and u2 are 

connected if both of them can communicate to each 
other. 

iii. A message sent by a node is received correctly within 
a finite time by all of its one-hop neighbours. 

iv. Network topology does not change during cluster 
formation process. 

v. The network consists of multiple mobile/stationary 
nodes, which implies that energy consumption is not 
uniform for all nodes. 

 
 
 
 

2. Cluster formation process 
 
The first five phases describe the cluster formation process 
while the rest two specifies CH rotation, addition and 
deletion of node respectively. 
 
a) Constructing Connectivity Matrix Phase: Each node 

receives the connectivity list from its all one-hop 
neighbours and computes the degree of connectivity from 
that list. This can be provided by a physical layer for 
mutual location and identification of radio nodes. 

b) Cluster Formation Phase: This phase is continued until 
all nodes join in a cluster. Each node checks its 
connectivity matrix and finds out whether it holds 
highest degree of connection or not. If it does not, then it 
waits until it is added to a cluster by neighbour nodes or 
it becomes the highest degree node after some iteration. 
Otherwise, it waits for random time t, and starts cluster 
formation phase. 

c) Cluster Head Selection Phase: After finishing cluster 
formation process, the node which initiated clustering 
process will select the cluster head. It will check the 
received signal strength of all other nodes in the cluster 
and choose the best node as CH. In case of tie, the lowest 
node ID will be selected as CH. 

d) Cluster Announcement Phase: The nodes which have 
joined in the cluster, will inform neighbours regarding its 
membership. Hence, the non-clustered nodes will able to 
update their connectivity matrix list by removing the 
clustered nodes. 

e) Cluster Head Rotation Phase: The cluster heads of all 
clusters will periodically check the energy level of its 
neighbour nodes. If it finds a node with more energy 
level then the current CH will request the node to become 
CH and will convey the information to all other nodes in 
the cluster. 

f) Node Insertion and Deletion Phase: Node insertion phase 
is executed by the cluster head if it receives an add 
request containing neighbour list from a new node. On 
receiving such request, the CH checks whether this node 
is connected to all other members in the clique or not. If 
the CH gets positive confirmation from all its neighbours 
then the new node is added to the cluster and every node 
would update their clique information immediately. A 
node will announce itself as CH if it fails to join in any 
cluster. 

 
5. Simulation Result 
 
A. Simulation Parameter 
 
A grid of 1000 x1500 is considered number of nodes: 
50.The scenario of communication from one node to other 
node. The speed for communication as 20m/s with a pause 
time of 10s. Packet count 10000, transmission time is greater 
than equal to zero and its statistics shown from node zero to 
node 49 i. e 50 nodes. 

The implementation result broadcast the data in cluster 
formation process and communicates from one node to 
another node and result gives the energy consumption of 
each node. 

Paper ID: 12014919 784



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Impact Factor (2012): 3.358 

Volume 3 Issue 7, July 2014 
www.ijsr.net 

Licensed Under Creative Commons Attribution CC BY 

 
Figure 3: Broadcast the data from one node to other node 

 

 
Figure 4: Energy consumption of each node 

 
6. Conclusion 

 
Cluster formation process is an appropriate choice to achieve 
Fault tolerance in Wireless sensor networks (WSN).This 
introduces a clustering scheme which discovers its 
connected neighbour sets and initiates clustering process on 
the basis of degree of connectivity. Each node finds out its 
energy consumption in order to find the energy efficient path 
to send the data from node to node. The proposed technique 
has a number of advantages. For example, it requires only 
the knowledge of one-hop neighbours to form clusters. 
Furthermore, the clustering scheme is robust for topological 
change caused by node failure, node mobility, CH change 
and even for node insertion or removal. 
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