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Abstract: Semantic similarity is a context dependent and dynamic phenomenon. A train is semantically similar to a horse if the context 
is moving objects. On the otherhand if the context is living beings the same objects may not have any similarity. Finding semantic 
similarity has increasingly become important in many applications such as community mining, data clustering, relation extraction, 
query expansion and many natural language processing projects. The paper addresses the general framework for finding semantic 
similarity between words and its utility in the state of art web applications. It presents some empirical results using page count and 
snippet based methods on the web. 
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1. Introduction 
 
Similarity is a fundamental concept in theories of knowledge 
discovery. It acts as an organizing principle by which 
individuals classify objects, and make generalizations 
(Goldstone, 1994). The usefulness of semantic similarity 
measures in these applications, accurately measuring 
semantic similarity between two words (or entities) remains a 
challenging task. In the literature of data mining there are 
several similarity measures viz web jaccard, web overlap, 
web dice and web pmi to find similarity between objects 
based on the data type of objects. However the point here is, 
finding similarity becomes exceedingly challenging if the 
context of the object is considered along with its data type. 
 
In this paper a general framework for finding context 
dependent similarity between objects is presented and 
applied to find similarity between words in the context of 
their occurrences in the web pages. This context dependent 
similarity between words is referred as semantic similarity 
between words. Suppose P & Q are two words of our 
interest, then we would be interested to calculate the 
semantic similarity between P & Q. In the context of web 
search we explore the following methods to capture semantic 
similarity between words. 
 
1. Page count 
2. Snippets 
 
Let, 
      N1 be the number pages in the web containing the word 
P when it is searched as a 
single word. 
      N2 be the number pages in the web containing the word 
Q when it is searched as a 
single word. 
      N12 be the number pages in the web containing the 
words P & Q when it is searched 
for combination of words. 
 
Page counts and snippets are two useful information sources 
provided by most web search engines. Page count of a query 

is an estimate of the number of pages that contain the query 
words. In general, page count may not necessarily be equal to 
the word frequency because the queried word might appear 
many times on one page. Page count for the query P AND Q 
can be considered as a global measure of cooccurrence of 
words P and Q. For example, the page count of the query 
apple AND computer in Google is 288,000,000, whereas the 
same for banana AND computer is only 3,590,000. The more 
than 80 times more numerous page counts for apple AND 
computer indicate that apple is more semantically similar to 
computer than is banana. 
 
Given two words P and Q, we model the problem of 
measuring the semantic similarity between P and Q, as a one 
of constructing a function sim (P,Q)that returns a value in 
range [0,1]. If P and Q are highly similar (e.g., synonyms), 
we expect sim (P,Q) to be closer to 1. On the other hand, if P 
and Q are not semantically similar, then we expect sim (P,Q) 
to be closer to 0. We define numerous features that express 
the similarity between P and Q using page counts and 
snippets retrieved from a web search engine for the two 
words. 
 
2. Related Work 
 
In order to find the similarity between two words the most 
straightforward method is to find the length of the shortest 
distance between them by classifying them depending on 
their classification. But if a word has multiple meanings 
which mean having multiple paths then the shortest path 
between the senses of the word is considered for calculating 
similarity. A problem that is frequently acknowledged with 
this approach is that it relies on the notion that all links in the 
taxonomy represent a uniform distance. The similarity 
between two words can be also calculated using the 
information content in the words. It is calculated as the 
maximum of the information content of all concepts C that 
include both C1 and C2. This was proposed by Resnick [2] 
and the class that was used as the taxonomy was WordNet. 
 
Li[3] proposed a similarity measure that uses shortest path 
length, depth and local Density in taxonomy. The dataset that 

Paper ID: 020141271 1356



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Impact Factor (2012): 3.358 

Volume 3 Issue 7, July 2014 
www.ijsr.net 

Licensed Under Creative Commons Attribution CC BY 

was used was of Miller and Charles benchmark dataset. The 
Pearson correlation coefficient of 0:8914 was obtained, but 
they did not evaluate their method in terms of similarities 
among named entities. 
 
Lin [4] defined the similarity between two concepts as the 
information that is in common to both concepts and the 
information contained in each individual concept. 
 
The normalized Google Distance (NGD) gained a lot of 
popularity, and was proposed by Cilibrasi and Vitanyi [5]. It 
took into consideration the page counts returned by the 
Google Search Engine and the formula is given by: 
 

  ..(1) 
 
Here, P and Q are the two words between which distance 
NGD(P,Q) is to be computed, H(P) denotes the page-counts 
for the word P, and H(P,Q) is the pagecounts for the query P 
AND Q. NGD is based on normalized information distance 
[6], which is defined using Kolmogorov complexity. 
 
The drawback of this method was that the context in which 
the words appear are not taken into consideration. In order to 
remove this drawback, the semantic similarity is taken into 
consideration by Sahami. Sahami et al., [7] measured 
semantic similarity between two queries using snippets 
returned for those queries by a search engine. For each query, 
they collect snippets from a search engine and represent each 
snippet as a TF-IDF-weighted term vector.  
 
Semantic similarity between two queries is then defined as 
the inner product between the corresponding centroid 
vectors.The drawbacks was that the taxonomy or the word 
classification was not taken into consideration. 
 
Chen et al., [5] proposed a double-checking model using text 
snippets returned by a Web search engine to compute 
semantic similarity between words. For two words P and Q, 
they collect snippets for each word from a Web search 
engine. Then they count the occurrences of word P in the 
snippets for word Q and the occurrences of word Q in the 
snippets for word P. The Co-occurrence Double-Checking 
(CODC) measure is defined as, 
 

           ..(2) 
 
Here, f(P@Q) denotes the number of occurrences of P in the 
top-ranking snippets for the query Q in Google, H(P) is the 
page count for query P, and _ is a constant in this model, 
which is experimentally set to the value 0:15. But this 
method also was not error free as the web does not rank the 
pages only on the basis of snippets. It also takes into 
consideration the date of publication, the link structure etc. 
Semantic similarity measures have been used in various 

applications in natural language processing such as word-
sense disambiguation, language modeling, synonym 
extraction and automatic thesauri extraction. Semantic 
similarity measures are important in many Web-related tasks. 
 
3. Proposed Method 
 
The proposed method is aimed at overriding most of the 
drawbacks in the algorithms mentioned above. The proposed 
method tries to use the page counts returned by the search 
engines as well as the lexical pattern similarity between the 
snippets returned by the web search engine. 
 

 
Figure 1: Outline of the proposed method 

 
Four popular similarity scores using page counts are used 
here. Page counts-based similarity scores consider the global 
co-occurrences of two words on the web. They are: 
WebJaccard, WebOvelap, WebDice and WebPMI.  After 
calculating the four parameters, the snippets from the web are 
obtained. The lexical patterns are extracted and clusters are 
formed. After the clusters, a feature is extracted from each of 
the clusters. After getting the (n+1) features, where n is the 
no. of clusters a 2 class SVM is implemented so as to give 
the similarity measure. The similarity measure is close to 0% 
if the words are dissimilar and the similarity measure is close 
to 100% if the words are similar. 
 
4. Method 
 
4.1    Page counts based Similarity Scores 
 
Page counts for the query P AND Q can be considered as an 
approximation of co-occurrence of two words (or multi-word 
phrases) P and Q on the Web. We compute four popular co-
occurrence measures; Jaccard, Overlap (Simpson), Dice, and 
Pointwise mutual information (PMI), to compute semantic 
similarity using page counts. For the remainder of this paper 
we use the notation H(P) to denote the page counts for the 
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query P in a search engine. The WebJaccard coefficient 
between words (or multi-word phrases) P and Q, 
WebJaccard (P,Q), is defined as 
 

        ..(3) 
 
Therein,   Q denotes the conjunction query P AND Q. 
Given the scale and noise in Web data, it is possible that two 
words may appear on some pages even though they are not 
related. In order to reduce the adverse effects attributable to 
such co-occurrences, we set the WebJaccard coefficient to 
zero if the page count for the query   is less than a 
threshold c2. 
 
Similarly, we define WebOverlap: WebOverlap (P,Q), as, 
 

    ..(4) 
 
WebOverlap is a natural modification to the Overlap 
(Simpson) coefficient.  We define the WebDice coefficient as 
a variant of the Dice coefficient.  
 
WebDice (P,Q) is defined as, 
 

       ..(5) 
we set c = 5 in our experiments 
 
Pointwise mutual information (PMI) [20] is a measure that is 
motivated by information theory; it is intended to reflect the 
dependence between two probabilistic events. We define 
WebPMI as a variant form of pointwise mutual information 
using page counts as, 

..(6) 
 
4.2   Lexical Pattern Extraction 
 
A snippet contains a window of text selected from a 
document that includes the queried words. Snippets are 
useful for search because, most of the time, a user can read 
the snippet and decide whether a particular search result is 
relevant, without even opening the url. Using snippets as 
contexts is also computationally efficient because it obviates 
the need to download the source documents from the Web, 
which can be time consuming if a document is large.  
 
“Cricket is a sport played between two teams, each with 
eleven players.” 

The phrase indicates a semantic relationship between cricket 
and sport. Many such phrases indicate semantic 
relationships. In the example given above, words indicating 
the semantic relation between cricket and sport appear 
between the query words. Replacing the query words by 
variables X and Y we can form the pattern X is a Y from the 
example given above. 
 
4.3   Clustering 
 
Typically, a semantic relation can be expressed using more 
than one pattern. For example, consider the two distinct 
patterns, X is a Y, and X is a large Y. Both these patterns 
indicate that there exists an is-a relation between X and Y. 
Identifying the different patterns that express the same 
semantic relation enables us to represent the relation between 
two words accurately. The frequency of all the patterns that 
are collected, is calculated over each word pair by the 
formula: The total occurrence µ(a) of a pattern a is the sum 
of frequencies over all word pairs, and is given by, 
 

µ(a) =                 ..(7) 
 
These patterns are then sorted according to their frequencies, 
such that the most frequent pattern is at the top and the rarest 
is at the bottom. The clusters (n)’s centroids are formed 
randomly and the cosine similarity between the patterns and 
the centroids is calculated so as to form clusters for more 
common relations first. This enables us to separate rare 
patterns which are likely to be outliers from attaching to 
otherwise clean clusters. 
 
4.4   Measuring Semantic Similarity 
 
Now that 4 features of each word pair calculated from the 
page counts similarity scores, and calculate a feature vector 
for each word pair, which is of N+ 4 lengths. Compute the 
value of the j-th feature in the feature vector for a word pair 
(P,Q) as follows, 
 

              ..(8) 
 
The value of the j-th feature of the feature vector fPQ 
representing a word pair (P,Q) can be seen as the weighted 
sum of all patterns in cluster cj that co-occur with words P 
and Q. After this we get the (N+4) feature vector for each 
word pair, which should be then submitted to the SVM class 
for training. 
 
4.5    SVM 

 
The SVM module consists of the training and the testing 
module. 
 
5. Training Database 
 
The dataset used for the training is taken from the WordNet. 
Numerous words with their synonyms are taken and for the 
unrelated words, these synonyms are randomly swapped. The 
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entire set is then supplied to the SVM. After training, the 
train model is saved, which is then used while testing. 
 
6. Database and Result 
 

 
Figure 2: Database and Result Table 

 
The scores like webjaccard, weboverlap, webdice are closer 
to 0 when the word pairs are dissimilar and the values are 
more when the words are similar. 

 
7. Conclusion 
 
The proposed a semantic similarity measures using both page 
counts and snippets retrieved from a web search engine for 
two words. Four word co-occurrence measures were 
computed using page counts. We proposed a lexical pattern 
extraction algorithm to extract numerous semantic relations 
that exist between two words. Moreover, a sequential pattern 
clustering algorithm was proposed to identify different 
lexical patterns that describe the same semantic relation. Both 
page counts-based cooccurrence measures and lexical pattern 
clusters were used to define features for a word pair. A two-
class SVM was trained using those features extracted for 
synonymous and non-synonymous word pairs selected from 
WordNet synsets. 
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