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Abstract: MPEG-4 AAC is the widely used audio standard and getting more popular for commercial use. MPEG-4 AAC (Advanced 
Audio Coding) incorporates several innovative technologies in order to achieve high Fidelity at low bitrates.MPEG-4 AAC is the widely 
used audio standard and getting more popular for commercial use. This paper presents an investigation & implementation of low 
complexity profile high quality MPEG4 AAC Audio Decoder at a sampling frequency of 44 KHZ on a Field programmable gate array. 
Through this paper we discuss IMDCT filter bank, Noiseless decoder, Inverse quantiser and Scale factor application modules of MPEG-
4 Advanced Audio Coding decoder more efficiently. 
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1. Introduction  
 
The AAC audio coding is an international standard first be 
created in MPEG-2 AAC [2] (ISO/IEC 13818-7) and is the 
base of MPEG-4 general audio coding. AAC supports up to 
forty-eight audio channels. Sample rates supported range 
from 8 kHz to 96 kHz. The LC profile achieves nearly the 
same audio quality as the Main profile, but with significant 
savings in memory and processing requirements. With this 
mode, it is possible to decode the bit stream into a PCM 
signal having one of a variety of different sample rates [3]. 
 
This paper will focus on the mono channel, sampling 
frequency of 44 KHz; bitrates is 264Kb/s, Low Complexity 
profile implementation of the coder, which represents the 
configuration that is best suited for consumer electronics 
applications [7]. In AAC audio coding, there are two kinds 
of audio transport formats. One is Audio Data Interchange 
Format (ADIF), and the other is Audio Data Transport 
Stream (ADTS)[2]. For the ADIF format, it puts all data 
controlling the decoder (like sampling frequency, mode, 
etc.) into a single header preceding the actual audio stream. 
It is useful for file exchange but does not allow for break-in 
or start of decoding at any point in time. For the ADTS 
format, it packs AAC data into frames with headers and 
allows decoding to begin in the middle of an audio bit 
stream [1]. To design MPEG 4 AAC Audio Decoder here 
we use ADTS Frame format.MPEG is a lossy compression, 
which means, some audio information is certainly lost using 
these compression methods. This loss can hardly be noticed 
because the compression method tries to control it. By using 
several complicated and demanding mathematical 
algorithms it will only lose those components of sound that 
are hard to be heard even in the original form [6] 
 
 
 
 
 
 
 
 
 

1.1 Decoder design flow chart 
 

 
Figure 1: MPEG 4 AAC decoder flow chart 

 
1.2 AAC coding system 
 
AAC uses a combination of multiple coding tools to achieve 
bit rate reduction. All of the coding tools described below 
(except for prediction) are used in both the Main and LC 
profiles [7]. The first block is the bit stream parser, which 
extracts the audio frame signals and the decoding 
information that are used in the following decoding tools [1] 
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mainly noiseless decoder, requantization, scale factor ,filter 
bank . 

 
Figure 2: LC Profile of MPEG 4 AAC Audio Decoder 

 
1.3 Decoding operation 
 
The quantized samples are derived from the Huffman codes 
in the Huffman decoding block. The necessary side 
information needed for Huffman decoding is obtained from 
Huffman Info decoding block. Since the Huffman codes are 
variable length codes, the Huffman encoding of the 
quantized samples results in a variable frame size [4.]The 
next step after Huffman decoding, is the re-quantization. 
The re-quantizer re-quantizes the Huffman decoder output 
using the scale factors. The alias reduction block is used to 
reduce the unavoidable aliasing effects of the encoding poly 
phase filter bank. The IMDCT block converts the frequency 
domain samples to frequency sub band samples [2][6]. 
 
First we take any wav sample file (song) given to design low 
complexity profile encoder which gives AAC bit stream 
(coded form). The performance and result of each different 
block implemented in matlab & simulate it. Result getting in 
matlab as shown below. The AAC bit stream comes from 
encoder is given to proposed LC profile decoder which gives 
same wav samples applied at encoder side. The performance 
and result of each different block at decoder is implemented 

in VHDL using Model Sim as the simulation tool is 
presented. Testing and simulation were made to ensure full 
functionality of the design. Song of 128bitrate, 44 KHz and 
single channel is selected for the simulation 

 
Figure 3: Encoder o/p in Matlab 

 
2. Huffman Decoder 

The Huffman decoder compares the input Huffman code bits 
with the 32 Huffman code tables to find a match to represent 
the Huffman code bits[4][6]. The Huffman code tables are 
predefined base on statistics of ISO standard 11172-3[5]. 
The Huffman coding is a loss-less source coding scheme [4] 
.The techniques used is represents most common letters 
using fewer bits where as less common letters using more 
bits. 
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Figure 4: Waveform output of main data read and transfers to bit reservoir 

 
3. Inverse Modified Discrete Cosine Transform  
 
The filter bank tool, being the important part in the AAC 
decoder, converts the frequency domain signal into time-
domain signal. It consists of N-point IMDCT, windowing 
and overlap-add operation. In that, IMDCT is the important 
step The Inverse Modified Discrete Cosine Transform 
(IMDCT) transforms each sub band from frequency domain 
to time domain [9]. It in cooperated with the synthesis 
polybasic filter bank to produce the time samples xi from the 
input frequency line X (k) [4]. 

 
Where n is the number of the windowed samples, n is equal 
to 12 for a short block and n is equal to 36 for a long block. 
For a case with n = 36, the IMDCT is an 18 point DCT that 
generate 36 poly phase filter sub-band samples from 18 input 
frequency lines[8][4] These samples are multiplied with a 36 
point window before it can be used by the next step in the 
decoding process [4] 

 
Figure 5: IMDCT design flow 

4. Frequency Inversion 
 
The overlap output consists of 18 time samples for each 32 
poly phase sub bands. All the odd subsamples in the odd sub 

bands are negated by multiplying by -1 before processing 
the time samples into synthesis poly phase filter bank[2][6] 
 
a) Controller 

 
The controller block is designed to control the state. Figure 
shows the input & output of the controller block  

 
Figure 6: Input & Output of controller block 

 
b) Synchronizer 
 
The synchronizer block is the first stage in the pipeline. It 
interfaces with the input MP3 bit-stream. It will verify for 
the correct MP3 file and find the beginning of a new frame. 
When a correct MP3 file is read it will read the header and 
side information [4]. Finally the main data is read and 
transferred 
 
c) Requantizer  
 
The task of the requantizer is to rescale the Huffman 
decoded scaled and quantized frequency lines by using the 
scale factors decoded from Huffman block [4] 
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
Figure 7: Waveform of output for requantizer block 

 
 

d) Reorder 

 
The task of the reorder is to sort the 576 frequency lines that 
are created by the requantizer block [8]. 

  
Figure 8: Waveform of Block_type of side information read from requantizer 

 
e) Antialias 
  
The task of anti aliasing is to implement the butterfly calculation. The butterfly reads the input data from memory design with 
some counters and multiplier. 
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Figure 9: Waveform of antialias butterfly calculations 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
5.  Comparison Results 

 
References Existing system [1] Proposed We design
Power(mw) 64 15 
Technology FPGA (SPARTAN 6) FPGA (SPARTAN 6) 

Figure 10: Comparison of Existing system with proposed 
design 

 
Fig 11 shows the power analysis report produce by Xilinx 
ISIM after simulation process is completed. Power 
consumption of designed architecture is 15mW in FPGA 
Spartan 6. 
 

 
Figure 11: Power analysis report of MP4 AAC Audio Decoder 
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6. Performance Parameter  
 

Sr no wav 

Parameters 

Peak signal to 
noise ratio 

Mean square error

1 Sample1.wav 85.8775 1.6801e-004 

2 Sample2.wav 57.0195 0.1292 

 

Sr no wav 
Parameters 

Mean Frequency_diff papr_diff 

1 Sample1.wav 1.6754e-005 1.0000 

2 Sample2.wav 3.9171e-004 1.0000 

 
In above table Sample 1 & sample 2 are 2 sample audio wav 
file 
 
7. Parameters 
 
I. Peak signal to noise ratio: 
The ratio between the maximum possible power of signal 
and the power of corrupting noise. It is used to estimate the 
quality of reconstructed audio signal with respect to original 
audio signal. 
It is calculated as PSNR =Peak Signal to Noise Ratio(y, y1). 

II.Peak average power ratio difference: 
It is defined as, papr_diff = ((peak1-
peak2)/mean_frequency_diff) 
 
III.Mean square error: 
This finds the mean of the squared errors: 
MSE = mean (errors. ^2) 
Each element is squared separately, and then the mean of the 
resulting vector is found. 
 
8. Conclusion 

Thus the real time MP4 and AAC decoding system 
supporting LC profile for audio decoder have designed. The 
output of this project processed by many blocks before hear 
the audio services. To verify the designed system by using 
simulation. The result of simulation showed in both Xilinx 
ISE 13.1 ISIM and MATLAB R2010a software provide the 
same decoded output 
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