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Abstract: Saliency detection is defined as a region of interest which is focused beyond the background. Nowadays saliency detection is 
widely used in different fields and have many scopes in image and video processing applications. Existing saliency detection techniques 
are implemented in uncompressed domain. In this paper we proposed an algorithm for visual saliency detection model for videos by 
using H.264 standard. Since H.264 is in compressed domain, the storage space is reduced and processing speed is high to deliver data to 
the end users. Therefore H.264 bit streams is required in various internet based multimedia applications. First the features of H.264 bit 
streams are extracted then saliency computation is done by calculating its static & motion saliency map. Before extracting the features 
macro blocks are generated and the frames of input video bit stream are coded in each macro block and it splits into unpredicted DCT 
coefficients and predicted motion vectors. The DCT coefficients are used to extract the features of luminance, color & texture of the 
unpredicted/current video frame to obtain the static saliency map whereas the motion saliency map of predicted frame is computed by 
motion features. Combining these features of static & motion saliency map, the final saliency map is extracted which focusing only on 
the particular region of interest which we want in the scene by drawing a rectangle on that region of interest (ROI) along with the irre-
levant background but the ROI part is focused beyond the background. Thus the proposed model for videos can predict the salient part 
accurately and efficiently in compressed domain while separating it with unfocused region. The experimental result indicates that our 
proposed model outperforms from the other existing saliency detection models. 
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1. Introduction 
 
Saliency detection models are widely used nowadays in dif-
ferent fields of applications to extract the region of interest 
(ROIs) in images/frames for various image/video processing 
applications such as in classification, watermarking, Trans 
coding, and resizing. Video saliency detection algorithms is 
used to calculate the motion saliency map since motion is an 
important factor to attract human beings attention. During 
the past ten years, several models have been proposed for 
salient region detection for images saliency and video sa-
liency detections, but all the existing models are imple-
mented in uncompressed domain. 
 
The Saliency detection provides a mechanism for selection 
of particular aspects of a visual scene that are most relevant 
to our ongoing behaviour while eliminating interference 
from irrelevant visual data in the background. Perhaps, one 
of the earliest definitions of attention was provided by 
William James in his text book “Principles of Psychology” 
[14] over the last decades, visual attention (VA) has been 
studied intensely, and research has been conducted to 
understand the deployment mechanisms of visual attention. 
According to the current knowledge, the deployment of 
visual attention called as “visual saliency” that is, the 
characteristics of visual patterns or stimuli, such as a twin-
kling bright star in the sky that makes them stand out from 
its surroundings dim stars. Bright star is dominant and draw 
our attention in an automatic and rapid manner. Various 
computational models of visual attention have been 
developed based on this belief for different applications such 
as robotics, navigation, image and video processing, and so 
on. Such computational models of human visual attention 
are commonly referred to as visual saliency models, and 
their goal is to predict where people are likely to look in a 

visual scene. Humans routinely judge the importance of 
image regions, and focus attention on important parts. 
 
Compared with the image saliency detection model, 
currently, several studies have tried to detect salient regions 
in video [5], [8], [9]. But the Existing saliency detection 
models are implemented in uncompressed (pixel) domain. 
However, most video over Internet are typically stored in the 
compressed domain such as MPEG2, H.264, and MPEG4 
Visual. The compressed videos are widely used in various 
Internet-based multimedia applications since they can reduce 
the storage space and greatly increase the delivering speed 
for Internet users. In the uncompressed video such as 
MPEG2/H.262, the visual saliency is detected by 
decompressing the compressed video and features are 
extracted in spatial domain. The full decompression process 
for video is not only time consuming but computation 
consuming as well. Therefore, the video saliency detection 
algorithm in H.264 is much desired for various Internet-
based multimedia applications. Visual saliency, being 
closely related to how we perceive and process visual 
stimuli, is investigated by multiple disciplines including 
cognitive psychology neurobiology and computer vision. 
Recently, the authors proposed a saliency detection model 
for image retargeting in compressed domain [10], [15]. The 
saliency map is calculated based on the features extracted 
from the discrete cosine transform (DCT) coefficients of 
JPEG images. However, this model is designed for JPEG 
images and this will not include the motion feature 
extraction.  
 
The encoding standards for video and images are different. 
In this paper, we are using H.264 standard for saliency de-
tection of Videos in compressed domain. In H.264 standard, 
The Y, Cr, Cb color space is used. Where Y represents the 
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luminance component and (  and ) are used to represents 
the chroma components. In H.264 standard, the video frames 
are generated into 16 x 16 macro blocks are used for lumin-
ance and 8 × 8 macro-blocks for chroma components in 
4:2:0 chroma sub-sampling. Each coded unit block consists 
of six 8 × 8 blocks: four 8 × 8 luminance channel blocks and 
two 8 × 8 chrominance blocks (one is the  channel block 
while the other is the  channel block). The data in video-
bit stream are always processed by 8 × 8 blocks and, thus it 
performs here the saliency detection in 8 × 8 block level. 
The features of luminance, color, and texture are extracted 
from the DCT coefficients of the unpredicted frames (I 
frames) and these features are used for the static saliency 
map calculation for the unpredicted frames.  
 
Whereas the motion feature is extracted from the motion 
vectors of the predicted frames (P frames) and this motion 
feature is used for the motion saliency map calculation of 
these predicted frames using the features of static saliency 
map and motion saliency map of video frames. The pro-
posed model can predict the enhanced video frames effi-
ciently in compressed domain which track the particular ROI 
part that we want. In addition to this extracting the motion 
saliency (ROI) features of two adjacent video frames blocks 
into a single frame is another advantage in H.264.The VOP 
(video object planes) are coded using macro-blocks. Usual-
ly, a VOP consist of one or many video packets/slices and 
each video packet is composed of integer number of consec-
utive macro blocks. The Experimental result show that the 
proposed model of saliency detection in H.264 is outper-
forms then the other existing ones. The resultant frame of 
enhanced saliency map of the two consecutive frame blocks 
into a single frame have some advantages such as in deter-
mining the saliency map location changes in each second 
and also become easy to compare the salient part in a single 
frame instead of using two frames and tracking the particular 
salient part that focused by drawing a rectangle on it. 
 
Part I introduction described the features and importance of 
saliency detection and how it is processed in H.264 domain 
and the scope of the proposed model while Part II focuses on 
the research contribution which take place in the field of 
saliency detection is discussed .The rest of the paper is 
organized as follows. Proposed model shows how the 
features are extracted from H.264 bit streams followed by 
saliency computation, static and motion saliency map 
calculation and final map calculation are explained in 
section III. Design & implementation result is shown in 
section IV Concluding remarks are given in section V. 
 
2. Related Work 
 
There are several approaches to introduce saliency detection. 
There are two categories of approaches to automatically 
estimate saliency: bottom-up methods and top-down 
methods. A popular approach for computing bottom-up 
saliency was proposed by Itti et al. [3]. It is inspired by the 
human visual system and is based on low-level features: 
color, intensity, and orientation. The saliency map is 
obtained through the calculation of multi-scale center-
surround differences by using these three features. A multi-
resolution pyramid of the image is built, and significant 
changes in the features are searched for and combined into a 

single high-resolution map [2]. In the 1980s, Treisman et al 
[1] proposed the famous feature Integration 
Theory(FIT).According to this the early selective attention 
mechanism leads some image regions to be salient for their 
different features (including color, intensity, orientation, 
motion, so on) from their surroundings [1], [14]. In 1985, 
Koch et al. proposed a neuro-physiological model of visual 
attention in [13]. Later Hou et al [4] defined the concept of 
spectral residual to design a visual attention model. The 
spectral residual is computed based on the Fourier 
transform. Harel et al. [11] proposed a graph-based saliency 
detection model based on the study of visual attention for 
rapid scene. In this model, the saliency map is calculated 
based on two steps: forming activation maps on several 
features and the normalization of these feature maps. 
Achanta et al. [6] tried to obtain more frequency information 
to get a better saliency measure. The difference of Gaussian 
(DoG) is used to extract the frequency information in this 
model. Goferman et al [7] inform a context-aware saliency 
detection model by including more context information in 
the final saliency map. The center-surround differences of 
patches are used for saliency detection. 
 
All above proposed model is based on image saliency 
detection. Some video saliency detection models have also 
been proposed Guo et al [5] proposed a phase-based 
saliency detection model for video of multi-resolution 
spatiotemporal saliency detection model and its application 
in image and video compression. This model obtains the 
saliency map through inverse Fourier transform on constant 
amplitude and the original phase spectrum of input video 
frames based on the following features: intensity, color, and 
motion. Then Itti [8] developed a model to detect the low-
level surprising events in video; the surprising events are 
defined as the important information attracting human 
beings’ attention in video Zhai et al [9] built a video 
saliency detection model by combining the spatial and 
temporal saliency maps. The color histograms of images are 
used for the spatial saliency detection, while the planar 
motion between images is adopted for the temporal saliency 
detection. In [12], the authors designed a dynamic visual 
attention model based on the rarity of features. The incre-
mental coding length (ICL) is defined to measure the en-
tropy gain of each feature for saliency calculation. 
 
All these saliency detection models mentioned above are 
implemented in uncompressed domain. As to these saliency 
detection models, coded videos have to be decompressed 
into spatial domain to extract features for saliency detection. 
In this paper, we propose a saliency detection model in 
H.264 which is in compressed domain. 
 
3. Proposed Model 
 
In this section, we describe the proposed framework in de-
tails. The block-diagram of the proposed approach is de-
picted in Fig.1 which represents the static saliency map is 
obtained from the unpredicted frames and motion saliency is 
obtained from the predicted frames of H.264 input video bit 
stream. Initially the frames are generated from the given 
input video bit streams, then macro-blocks are generated, the 
macro-blocks are splits into unpredicted frames & predicted 
frames. For the given input video bit streamH.264, First we 
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calculate the static saliency map by using the three features 
luminance, color and texture which is obtained from the 
DCT coefficient of the unpredicted frame (I frame). Mean-
while, the motion saliency map is calculated by using the 
motion features from the corresponding motion vectors of 
predicted frame (p frame) of the input video bit stream. By 

using this two saliency map of H.264, the enhanced final 
saliency map is obtained for each frame; the enhanced sa-
liency can predict the salient part of each video frame effi-
ciently in compressed domain. The proposed model compu-
tational complexity (time cost) is modest as compared to the 
other model. 

 
Figure 2.1: Block-diagram of the Proposed Model 

 
A. Feature Extraction from H.264 
 
The proposed model uses DCT coefficients of unpredicted 
frames (I frames) to obtain the static saliency map features 
and uses predicted frame (p frame) to obtain the motion sa-
liency map features. In this section, we describe how the 
features are extracted and calculated from the DCT coeffi-
cient and motion vectors, which are used for extracting the 
static and motion saliency map. A natural video object is 
composed of a sequence of 2-D representations, which is 
referred to as video object planes (VOPs). The VOPs are 
coded using macro-blocks by exploiting both temporal re-
dundancies and spatial redundancies. Usually, a VOP con-
sists of one or several video packets (slices) and each video 
packet is composed of an integer number of consecutive 
macro blocks. In each macro-block, the motion vectors and 
DCT coefficients are coded.  
 
The coded motion vector data are motion vector differences 
(predictively coded with respect to the neighboring motion 
vectors) after the variable length coding (VLC). The coded 
DCT coefficients are the 64 DCT coefficients encoded by 
zigzag scanning, run-length-encoded and the VLC. The dif-
ferential motion vector can be extracted from the coded mo-
tion vector data based on the VLC table. Then it is added to 
a motion vector predictor component to form the real motion 
vector (MV) for predicted frames. In a similar way, VLC 
tables of DCT coefficients are used to decode the coded 
DCT coefficients. The fixed length decoding is used to ob-
tain the real DCT coefficients for video frames. In H.264 
video, DCT coefficients in one 8 × 8 block are composed of 
one DC coefficient and 63 AC coefficients. In each block, 
the DC coefficient is a measure of the average energy for the 
8 × 8 block, while other 63 AC coefficients represent de-
tailed frequency properties of this block. As mentioned 
above,  color space is used in H.264 video bit stream. 
In the  color space, the Y channel represents the lu-
minance component, while and represent the Chroma 

components. Thus, the DC coefficients in DCT blocks from 
the Y, , and channels are used to represent one lumin-
ance feature and two color features for 8 × 8 blocks as fol-
lows: 

     (1) 
      (2)                              

              (3) 
 
In (1) (2) (3) L,  and  represent one luminance and two 
Color features in each 8×8 DCT block respectively. D , 

and  are DC coefficients from the Y,  &  
components in each DCT block, respectively.  
 
The luminance blocks share two 8 × 8 chrominance blocks 
in the 4:2:0 chrominance format. The AC coefficients in-
clude the detailed frequency information and existing studies 
have shown that AC coefficients can represent texture in-
formation for image blocks. In  color space, and 

components mainly include color information and little 
texture information is included in these two channels. Thus, 
only the AC coefficients in Y component are used to 
represent the texture information for images. In one DCT 
block, most of the energy is included in the first several low-
frequency coefficients, which are in the left-upper corner of 
the block. The AC coefficients in the right-bottom corner of 
DCT blocks are equal to or close to zero and they are neg-
lected during the quantization in coding process. In the pro-
gressive coding, the AC coefficients in one DCT block are 
ordered by zigzag scanning. As the high-frequency AC coef-
ficients include little energy for each DCT block, we use the 
first several AC coefficients to represent the texture feature 
of the DCT block. The existing study has shown that the first 
nine AC coefficients can represent most energy in each DCT 
block. Therefore, here, we use the first nine AC coefficients 
in each DCT block to represent the texture features follows: 

                 (4) 
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The extracted motion vectors from the video bit stream are 
used to calculate the motion feature for predicted frames. In 
H.264 ASP video, there are two types of predicted frames: P 
frames use motion compensated prediction from a past ref-
erence frame, while B frames are bidirectional predictive-
coded by using motion compensated prediction from a past 
and/or a future reference frame. As there is just one predic-
tion direction (predicted from a past reference frame) for P 
frames, the original motion vector (MV) are used to 
represent the motion feature for P frames. Therefore we are 
using only p frame to extract the motion feature. 

 V=MV                                       (5) 
While the original motion vector is used to represent the 
motion feature for each DCT block in P frames. Now, we 
can get luminance, color, and texture features for non-
predicted frames as L, C1, C2, and T and the motion feature 
of predicted frames can be obtained as V. It will describe 
how to use these features in compressed domain to calculate 
the saliency map for video frames. 

 
B. Saliency Computation 
 
The Above description is based on the extraction of the fea-
tures of unpredicted and predicted frames. Using these fea-
tures, in this paper we calculate the enhanced saliency map 
for H.264 standard. 

 
1)  Static and Motion Saliency map Calculation: 
The viewer always attracted to the region which have differ-
ent feature from its surrounding. The features which can 
used to isolate the image region from its background include 
color, intensity and motion and so on. In this paper we use 
the features of luminance, color, texture and motion ex-
tracted from the DCT coefficients and motion vectors are 
used to calculate the DCT block differences for saliency 
detection. On the retina of human eye, the fovea has the 
highest density of cone photoreceptor cells and thus the fo-
cus area is perceived at the highest resolution. The visual 
acuity decreases with the increasing eccentricity from the 
fixation areas using a Gaussian model to simulate this me-
chanism for weighting the center-surround differences 
among image blocks for saliency detection. The feature map 
of each video frame is calculated as follows: 

                           (6) 
 In (6)  indicates saliency value of the  DCT block in 
the feature map with feature k, k {L,C1,C2, T, V}, σ is a 
parameter of the Gaussian distribution, is the Euclidean 
distance between DCT blocks i and j, is the feature dif-
ferences between DCT blocks i and j with feature k. 
 
The static saliency map  for unpredicted frames is calcu-
lated as linear combination of four feature maps from the 
luminance, color, and texture features (L, , &T) as fol-
lows: 

 =                                 (7) 
 In (7) N is normalization operation, θ ∈ { }, is the pa-
rameter determining the weight for each feature map. The 
motion feature V obtained from (5) is used to calculate the 
motion feature differences between DCT blocks. Here, the 
motion feature differences are computed as the Euclidean 
distance between motion features of DCT blocks. Therefore, 

the motion saliency map  can be obtained based on (6) for 
predicted frames. The final saliency map of video frames is 
calculated by combining the static saliency map  and mo-
tion saliency map . We will describe how to compute the 
final saliency map as follows. 

 
2) The Final Saliency map Calculation 
 
Based on the above description, we can obtain the static sa-
liency map for unpredicted video frames (I frames) and the 
motion saliency map for predicted video frames (P frames). 
The motion saliency map of unpredicted frames cannot be 
calculated since there are no motion vectors for unpredicted 
frames in video bit stream. However, there may be motion in 
unpredicted frames. Generally, the content in the consecu-
tive video frames will not change greatly and thus the sa-
liency maps (static or motion) of the consecutive video 
frames are very similar in video. Therefore, we can use the 
static or motion saliency map of the previous video frames 
to represent that of the current ones. 
 
 As there is no motion saliency map for unpredicted frames, 
the motion saliency map of the previous predicted frame is 
adopted to represent that of the current unpredicted frame. 
Thus, the final saliency map for unpredicted frames (I 
frames) is calculated as follows: 

  , )                                  (8) 
In (8) S is the final saliency map of the current unpredicted 
frame,  is the static saliency map of the current unpre-
dicted frame,  is the motion saliency map of the previous 
predicted frame, f ( ) is the fusion function to get the 
final saliency map from the saliency maps of  and . Si-
milarly, the final saliency map of the predicted frames (P 
frames) is computed as follows:  

  , )                                 (9) 
In (9) S is the final saliency map of the current predicted 
frame,  is the static saliency map of the previous unpre-
dicted frame,  is the motion saliency map of the current 
predicted frame. Using (8) and (9), we can calculate the final 
saliency map for video frames based on the static saliency 
and motion saliency maps. 
 The spatial variance is adopted to measure the feature con-
trast in the static and motion saliency map. Spatial variance 
is calculated as follows: 

                  (10) 

 In (10) is the spatial variance of the saliency map , 
 is the saliency value at the location (i, j) in the sa-

liency map , represents the spatial expectation values of 
salient region in horizontal and vertical directions respec-
tively. 

 
4. Proposed Model Design and Implementation 

Result 
  
This section describes the design of the proposed model, 
implementation and performance evaluation. 
 
A. Design of the proposed model: 
Matlab is used for the implementation of this proposed mod-
el. The entire model can be divided into four parts: 
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• I-frame feature 
• P-frame feature 
• Frame generation details 
• Main toolbox 

1)  I-frame features: 
I-frame indicates the intra-predicted frames or current 
frame of the video. This frame is used to determine static 
saliency map by applying DCT coefficient on the  
color space. The flowchart is shown below in Fig.4.1 
 

 
Figure 4.1: Flowchart of I-frame 

 
 

 
Figure 4.2: Flowchart of P-frame 

 

Figure 4.3: Flowchart of frame generation details 
 

2) P-frame features: 
 P-frame is used for predicted frames to determine the 
motion saliency map of the input video. The flowchart of 
p-frame is given in Fig.4.2 that describes the RGB color 
conversion of input video into  of predicted and 
unpredicted frames. There is a motion in video in each 
second slight changes may occur. Absolute difference of 
adjacent frames is calculated. After the separation of 

 apply DCT on each blocks and rearrange into 
frames. In this way motion features are calculated for de-
tection of motion saliency map. 

 
3) Frame generation details: 

 The details of frame generation is shown in the flow-
chart Fig.4.3 that describe the whole process of frame 
generation conditions for feature extraction and saliency 
computation of I & P frame respectively. 

 
4) Main toolbox: 

The performance of the proposed model is implemented 
in the main toolbox, by giving input as any database vid-
eo clips of H.264 bit stream in AVI format. The flow-
chart of the main toolbox is given below. 
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Fig.ure 4.4: Flowchart of Main toolbox 

 
B. Result Implementation  
 
The performance of the proposed model is done by using 
any public database of H.264 video bit streams. In this pa-
per, we are using a database of 10 sec video clips of H.264 
standard in AVI format. The performance of the video sa-
liency detection model is determined by comparing the re-
sponse values at saccade locations and random location in 
the saliency map. A high salient value at human saccade 
location indicates that saliency detection model can predict 
the location of saliency map exactly and efficiently. 
 
To evaluate the performance of saliency detection models, 
Kullback-Leiber (KL) distance is used to measure the simi-
larity between the distribution of human saccade location 
and random location as follows: 

 ( ) (11) 
 In (11) H and R is saliency distributions at human saccade 
locations and random locations with probability density 
functions  and respectively, n is the saliency value bins.  
 A good video saliency is detected if high salient values oc-
cur at human saccade location (ROI) and low salient value at 
random locations (background). 
 

 

 

 
(e) 
 

Figure 4.5: Result of Saliency Map (Video clips of people 
walking on the road here the current frame of a scene (a) and 
tracking one person of interest which we want in the scene 
by drawing rectangle on it (b) detecting the static saliency 
map of the frame in static (c) and motion saliency map (d), 
Using the static and motion saliency map of the frame the 
final saliency map of the frame is extracted which focused 

only on the tracking person (d)). 
  
 The result implementation of the proposed model is shown 
in Fig.4.5 which evaluate the performance of this saliency 
detection model by using any public database video clips of 
H.264 video stream in AVI format. The result in the Fig.4.5 
depicts that the first frame is the original current video 
frame, The video clips of 10 frames/sec is taken in this expe-
riment, that is k integer consecutive macro-blocks are gener-
ated (k=1,2,….10). The DCT coefficient and motion vectors 
are coded in each macro-block. From the DCT coefficients 
of non-predicted frames (I frame), the features of lumin-
ance(y frame), color (  and texture features are 
extracted. The texture features are obtained from the lumin-
ance component is explained already in features extraction. 
From the coded motion vectors in each macro-block, the 
motion features are extracted from the predicted frames (p 
frames). The demonstrated result shows the result of static 
saliency map, motion saliency map, and final saliency map 
of a current video frame in compressed domain. The final 
saliency map is extracted by using the static and motion sa-
liency map which focused only on particular person which 
we want in the scene by forming a mask on it. 
 CCTV cameras are used widely in many occasions, by us-
ing that video bit stream of H.264 we can extract that salient 
part (ROI) of the frame easily. Extracting the saliency map 
of each frame has many applications. Some of the applica-
tions are mentioned below as follows: 
1) Automated video surveillance: In these applications 

computer vision system is designed to monitor the 
movements in an area, identify the moving objects and 
report any doubtful situation. The system needs to dis-
criminate between natural entities and humans, which re-
quire a good object tracking system. Extracting the sa-
liency map of the frame is benefited to catch that particu-
lar salient region and enhance it. 
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2) Robot vision: In robot navigation, the steering system 
needs to identify different obstacles in the path to avoid 
collision. If the obstacles themselves are other moving 
objects then it calls a real-time object tracking system 
and saliency detection technique will be useful. 

3) Traffic monitoring: In some countries highway traffic is 
continuously monitored using cameras. Any vehicle that 
breaks the traffic rules or is involved in other illegal act 
can be tracked down easily by detecting and extracting 
its saliency map. 

Therefore saliency detection techniques are usable and have 
many applications in image/video processing. In this paper, 
we extracted the final saliency map to track the particular 
region efficiently, by using the static saliency map of the 
unpredicted (current) frame and motion saliency map of the 
predicted frame, the static saliency map is obtained by tak-
ing the features of DCT coefficient and motion saliency map 
is obtained by motion vectors. Using the static and motion 
saliency map, the final saliency map is extracted which have 
the good feature contrast of each video frame of H.264 
which is focused beyond the background. Therefore the re-
sult implemented in compressed domain which outperforms 
from the other existing models. The ROC curve of our pro-
posed model is shown in Fig.4.6 
 

 
Figure 4.6: ROC curve of the proposed model for video 

saliency detection 
 

5. Conclusion 
  
In this paper, we are using H.264 standard to detect the visu-
al saliency in compressed domain. The static saliency map is 
obtained by using the luminance, color and texture feature. 
While the motion features are extracted from the motion 
vectors for calculating its motion saliency map. Combining 
the static and motion saliency map, the final saliency map is 
obtained which is focused only on the particular salient part 
which we want in the scene by forming a mask on that sa-
lient part along with the unfocused background. The pro-
posed model efficiently extracted the saliency map in com-
pressed domain, since we are using H.264 video bit stream 
which can more conveniently used in various internet based 
multimedia applications and in research field. The earlier 
saliency detection models are based on uncompressed do-
main. Compared with existing model, our implemented re-
sult is significant and has vast scope  
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