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Abstract: Different quality and variety of basmati rice available in market, which classification is done on the basis of size and texture
features. This paper proposed a new method based on component analysis over extracted shape features of rice granule sample. This
method is used for the classification of different variety of Daawat Rozana Basmati rice Gini, Mini and Tini by using a dimensionality
reduction and classifier approach. The Experimental result shows the effectiveness of this method for different variety of Daawat 
basmati rice. 
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1. Introduction 
 
Rice is the seed of the monocot plants Oryza sativa (Asian 
rice) [1] [2] [3]. In Asia, especially as a cereal grain, it is the 
most widely consumed staple food for a large part of the 
world's human population [4]. After corn, it is the grain with 
the second-highest worldwide production, according to data 
for 2010 "Prod STAT" by FAOSTAT (Food and Agriculture 
Organization of the United Nations) Retrieved December 26, 
2006). 
 
Rice is the staple food of over half the world's population. 
For 17 countries in Asia and the Pacific, 9 countries in North 
and South America and 8 countries in Africa, it is the 
predominant dietary energy source. Rice provides 20% of 
the world’s dietary energy supply, while wheat supplies 19% 
and maize (corn) 5%. ("Rice is Life". Food and Agricultural 
Organization of the United Nations. 2004.). 
 
Basmati rice means the "queen of fragrance or the perfumed 
one." According to the Agricultural and Processed Food 
Products Export Development Authority (APEDA), India is 
the second largest producer of rice after China, and grows 
over a tenth of the world's wheat. In 1993, Basmati rice 
attracted the highest premium because it is very-long grained 
rice, with an aroma of its own which enhances the flavors 
it’s mixed with. 
 
 “Basmati” is long grain aromatic rice grown for many 
centuries in the specific geographical area, at the Himalayan 
foot hills of Indian sub-continent, blessed with 
characteristics extra- long slender grains that elongate at 
least twice of their original size with a characteristics soft 
and fluffy texture upon cooking, delicious taste, superior 
aroma and distinct flavor, Basmati rice is unique among 
other aromatic long grain rice varieties. Having an average 
length of about 7.00mm [5] [6]. An excellent quality Indian 
Basmati Rice that includes Kohinoor Basmati Rice, India 
Gate Basmati Rice, Daawat Basmati Rice etc.  
 

To satisfy the taste buds of consumers, the organization 
conducted an extensive consumer research. Upon analysing 
the findings of the research, four new variants of Daawat 
Basmati Rice in the market namely Daawat Biryani Basmati 
Rice, Daawat Traditional Basmati Rice, Daawat Super 
Basmati Rice and Daawat Pulav Basmati Rice are launched. 
All these four variants are launched exclusively for Indian 
market and cater to popular Indian dishes viz. Biryani, 
pulav, aromatic plain white rice and basmati rice for daily 
consumption. Daawat variants were launched in India in 
January 2011 in innovative packaging and they have become 
people's favourite in such a short span of time. 
 
During the process of rice milling the grain tends to break, 
these broken grains are separated and packed accordingly on 
the basis of their size. Although Rozana Gold is a head grain 
which has all the goodness of pure Basmati but is not long 
enough to make it to the premium category, all other 
variants are broken and thus named on the basis of the grain 
length. 
 
Variants of Daawat are ROZANA BASMATI RICE GINI 
70, ROZANA BASMATI RICE MINI 60 and ROZANA 
BASMATI RICE TINI 50. 
 
In pattern recognition and image databases, the data is made 
up of a set of objects, and the high dimensionality is a direct 
result of trying to describe the objects via a collection of 
features (also known as a feature vector). Examples of 
features include color, color moments, textures, shape 
descriptions. 
Dimensionality reduction or dimension reduction is the 
process of reducing the number of random variables under 
consideration and can be divided into feature selection and 
feature extraction. 
 
Feature extraction transforms the data in the high-
dimensional space to a space of fewer dimensions. The data 
transformation may be linear, as in principal component 
analysis (PCA), but many nonlinear dimensionality 
reduction techniques also exist. 
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2. Principal Component Analysis 
 
For dimensionality reduction, principal component analysis 
the main linear technique performs a linear mapping of the 
data to a lower-dimensional space in such a way that the 
variance of the data in the low-dimensional representation is 
maximized. In practice, the correlation matrix of the data is 
constructed and the eigenvectors on this matrix are 
computed. The eigenvectors that correspond to the largest 
eigenvalues (the principal components) can now be used to 
reconstruct a large fraction of the variance of the original 
data. Moreover, the first few eigenvectors can often be 
interpreted in terms of the large-scale physical behaviour of 
the system. The original space (with dimension of the 
number of points) has been reduced (with data loss, but 
optimistically retaining the most important variance) to the 
space spanned by a few eigenvectors  [7]. 
Principal component analysis (PCA) is a classical statistical 
method. This linear transform has been widely used in data 
analysis and compression. Principal component analysis is 
based on the statistical representation of a random variable 
[7]. PCA summarize the data as follows: 
 
Step-1-Take an original data set and calculate mean of the 
data set taking dataset as column vectors, of M rows. Then 
Place the column vectors into a single matrix X of 
dimensions M × N. 
 
Step-2- Subtract off the mean for each dimension. Place the 
calculated mean values into an empirical mean vector u of 
dimensions M × 1.  

N 
u [m]=(1/N)∑X [m, n] n=1 

 
Mean subtraction is way of finding solution toward principal 
component ,that minimize the mean square error and then 
approximating toward the data and for this, two steps are: 
  
1. Subtract the empirical mean vector u from each column of 
the data matrix X. 
 2. Store mean-subtracted data in the M*N matrix B. 

B=X-uh 
 [Where h is a 1 x N row vector of all 1’s: h[n] =1 for 
n=1…N]  
Step-3- Calculate the covariance matrix. By using the 
formula, 

C=E [B×B] =E [B.B*] = (1/N) ∑B.B* 
 
Step-4- Calculate Eigen vector and Eigen value of the 
covariance matrix. Compute the matrix V of eigenvectors 
which diagonalizes the covariance matrix 

C:  V-1CV=D 
Where, D is the diagonal matrix of eigenvalues of C. 
 
Step-5- Extracting  diagonal of matrix as vector. 
 

D [p, q] =λ m 
 
Step-6-Now, Sort the column of the Eigen vector matrix V 
and Eigen value matrix D in order of decreasing Eigen value 
i.e sorting invariance in decreasing order. 
 

Step-7-Choosing components and forming a  feature vector 
that is notion toward data compression and dimensionality 
reduction. 
 
In fact, it turns out that the eigenvector with the highest 
eigenvalues is the principle component of the data set. And 
finally we need to form a feature vector. 
 

Feature Vector = (eig1 eig2 eig3……….eign) 
 
Step-8- Finally, Deriving g the new dataset.  
Once the components (eigenvectors) that we wish to keep in 
our data is chosen and a feature vector is formed, we simply 
take the transpose of the vector and multiply it on the left of 
the original data set, transposed. 
 

Final Data=Row Feature Vector*Row Data 
 
where Row Feature Vector is the matrix with the 
eigenvectors in the columns transposed so that the 
eigenvectors are now in the rows, with the most significant 
eigenvectors at the top, and Row Data Adjust is the mean-
adjusted data transposed, i.e. the data items are in each 
column, with each row holding a separate dimension [8]. 
  
3. Materials and Methodology 
 
From Retail store, basmati rice grain samples of Daawat 
brand were collected and  Samsung Galaxy  mobile camera 
is used to acquire and record the images .For this rice grain 
is placed on the black sheet of paper  and  the camera is 
placed at fixed location and mounted on stand, to provide 
vertical movement and the distance between the lens and the 
sample table is 14 cm .All the grains in the sample image 
were arranged in arbitrary direction and position .The Black 
background is used and light intensity on sample table is 
uniform to improve the data collection under controlled 
environment. . Images were captured and stored in JPG 
format automatically .Through data cables these images has 
been transferred and then stored in hard disk and then 
different parameters of rice were extracted from the image 
for further analysis  [9] . 
 

 
Figure 1: Basic Building block for image capturing [9] [10] 
 
4. Image Analysis  
 
4.1   Image Acquisition 

 
The Image acquisition is first step in image processing 
because without an image, no processing is possible ,thus  
the image acquisition is the process of acquiring an image 
from a source such as camera or scanner .Acquisition of 
image can be done under uniform lighting by Samsung 
mobile Digital camera [11] [10] [12]. 
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Table 1: Features Extracted from Tini 
S.no Area MajorAxis MinorAxis Eccentricity Perimeter 

1 1795 52.8803 44.404 0.543 161.279 
2 1613 67.5933 31.8216 0.8823 191.723 
3 1974 70.6091 37.1766 0.8502 185.622 
4 836 34.4302 31.0716 0.4308 107.498 
5 1912 59.9494 42.7334 0.7013 176.853 
6 1978 75.435 34.4978 0.8893 189.179 
7 1843 56.0832 42.8227 0.6457 165.966 
8 1964 71.3729 36.1134 0.8625 181.622 
9 1505 48.4766 41.0192 0.5329 153.137 
10 2301 78.3786 38.1192 0.8738 195.498 

 

 
Figure 4: Different Feature Extracted from Sample of 

Daawat basmati rice variety 
 

5.2 Sample of final data of Daawat Basmati Tini, Mini and 
Gini rice grain 
 

Table 2: Sample Table for Daawat variety 

Basmati
Variety S.No 

No. of 
grains Avg Time 

 GINI 70 

s1 32 -7.11E-15 3.121105
s2 44 -2.33E-13 3.139219
s3 96 1.80E-13 3.174045

MINI 60 

s1 46 1.68E-13 3.087053
s2 69 -1.01E-13 3.069992
s3 94 -2.29E-13 3.081344

 TINI 50. 

s1 33 3.79E-14 3.07042
s2 67 -2.87E-14 3.075596
s3 113 8.17E-14 3.180843

 

 
Figure 5: Showing Average from Sample of different 

Daawat 
 

 
Figure 6: Showing Time Taken by each sample for 
classification and feature Extraction of rice variety 

 
Table 3: Test Table for Daawat variety 

Basmati
variety Sample no 

No. of 
grain

Output
Gini Mini Tini

Gini 
(70%) 

GTs1 32 √ 
GTs2 85 √ 
GTs3 97 √ 
GTs4 105   √
GTs5 95   √

Mini 
(60%) 

MTs1 94   √
MTs2 95 √ 
MTs3 69   √
MTs4 102   √
MTs5 30   √

Tini 
(50%) 

TTs1 67   √
TTs2 68   √
TTs3 52   √
TTs4 33   √
TTs5 12   √
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Table 4: Accuracy Table for Daawat variety 
Variety Total no of sample Accuracy 

Gini (70%) 5 60% 
Mini (60%) 5 80% 
Tini (50%) 5 80% 

Overall 15 73% 
 

 
Figure 7: Showing overall and individual Accuracy 

achieved for classification of Daawat rice variety 
Sample 

 
According to Table II, it is observed that the value of 
Principal component is depending upon the number of rice 
grains present in sample. For classification we use three 
average values to calculate final value. And for classification 
K-NN Classifier is used. 
 
Table III and IV shows the output and the effectiveness of 
proposed method. 

 
6. Conclusions and Future Scope 

 
The Experimental result shows that the proposed algorithm 
work effectively for samples containing  average and more 
than average number of rice grain for Tini, mini and Gini 
variety of  Daawat basmati rice. The accuracy of proposed 
algorithm for Tini 80%, Mini 80% and Gini 60%, and the 
overall accuracy of Daawat basmati rice is 73%. For Future 
we can improve this system to fully automated system for 
rice granule grading and detection of adulteration in rice 
granule. This system can be used for quality assessment of 
other food granule. 
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