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Abstract: In this technology specific era, everyone in industry look for smart methods to get profit in business. The biggest contribution 
is given by the introduction of Data Mining branch of Computer Science Engineering. The huge size of data is monitored, compressed 
and mined to get interesting facts. Different approaches are introduced day by day so as to formulate hidden associations between data. 
Following to which, new association rules are being generated. The base idea to find most occurring events was provided in Apriori 
Algorithm. In this paper we will analyse classical Apriori algorithm. We will introduce the concept of Casual Transaction database that 
includes direct survey from users i.e, how they trend to go for selections. We will propose an itea to integrate Casual transaction database 
with Real transaction database (what customer really does). We will analyse frequent itemset and association rules. We will then try to fit 
this approach with Apriori Algorithm. Accordingly we will keep this paper for our vision towards implementation of this approach and 
for our future work area. 
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1. Introduction  
 
We are dealing with enormous amount of data in different 
ways. This could be the case of reading complete books for 
exams, analysis of case study of the patients in order to 
diagnose disease, calculating daily productivity of a store, 
monthly task sheet of an employee and so on. However it’s 
very tedious and time consuming to go around voluminous 
data every time when you want get some results out of it. To 
facilitate this, data mining approach came into light. It is 
very much similar like the traditional approaches of coal 
mining where, number of steps has to be gone through in 
order to get the finest diamond. Hence if we apply the same 
strategy in our technology, we do while writing in exams by 
answering with best points out of a complete book( as it is 
almost impossible to trace a complete book in exam) , we 
can make the use of pivot table, pie charts, graphs, etc. To 
diagnose a disease out of the case study of a patient, to get a 
better sight of a business the more frequent and less frequent 
buying products can be listed and special discounts can be 
made to increase productivity, in order to enhance an 
employee’s productivity we can mine the areas where an 
employee is lacking. For all the above approaches there is a 
need to filter the data so as to get useful information that is 
called data mining. Once we have fine data, we can find 
relations between the data by observing the nature and 
behaviors’ of the occurrence of events in data [3,4,8,9].The 
associations are represented in the form of rules. These rules 
provide the hidden interesting dependencies between 
different events. Such association between events in a 
database is called association rules [3,4,8,9 ].  
 
To frame the concept of association rules, the basic classical 
Apriori Algorithm was introduced by R. Aggarwal and R. 
Srikant in 1993[9]. This algorithm provided a way to find 
frequent itemsets with the help of user defined support count 
and confidence. In this paper, we would like propose an idea 
of finding efficient association rules by introducing two types 
of transactional databases. 1) Casual transaction database. 2) 
Real transaction database. We will integrate these two 
transaction tables and then we will make the use of Apriori 

Algorithm to compute association rules. We will analyze the 
real transaction database table in Apriori Algorithm. Then we 
will set forth an ideato compare the results of both the 
approaches in order to analyze the better approach out of 
them. Hence the sequence of our review paper will include 
the description of Classical Apriori Algorithm in next section. 
Then we will discuss new proposal. We will review it along 
with Apriori Algorithm. Followed to this, in our next section 
we will present our idea of future insight to this paper. The 
last section concludes the paper. 
 
2. Classical Apriori Algorithm with Association 

Rules 
 
Consider a set of items I, These items are the entries of 
transaction database D. Each transaction is considered as T 
with Transaction id TID in such a way that T ⊑ I 
 
(1) Definition 1: Let I={I1,I2,I3,… , In} is an itemset, then 

D={<TID, T>| TID⊑I} [2] 
(2) Definition 2: Let X ⊑ I, Y⊑ I, and X⋂ Y= ∅ , then X→ Y 

is an association rule [2]. 
(3) If in transaction database c is the percentage of transaction 

where A and B itemset are available such that A contains 
B, that means the rule X → Y has confidence c in D. 
Similarly if s is the percentage of transaction in D that 
contains both A ⋃ B, then X→ Y has support s in D. 

(4) Minsupp and minconf is the term that represents minimum 
support and minimum confidence percentage set by the 
user based on profit or gain of the business. 

 
From the Classical Apriori Algorithm [8] , we find: 
(1) Frequent itemsets if support (X) ≥ minsupp then X is a 

frequent itemset. 
(2) Well off association rules from frequent itemsets. If 

itemset B ⊂ A and B≠∅ and support (A)/support (B)≥ 
minconf(A-B). 

 
Apriori Algorithm is used to mine association rules with 
frequent itemsets. It is a level wise search [6] where k 
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itemsets searches for k+1 itemsets. It makes the use of 
Apriori property i.e. The subsets of frequent itemsets should 
be non- empty and these subsets are also frequent. It is a two 
step process [6]:- 
 
(1) The Join Step: Count of each and every itemsets is kept 

in a transaction database table; we call it candidate k 
itemsets. Lk is created by combining Lk-1 with itself in 
such a way that itemsets are arranged in lexicographic 
order [Han]. And Lk-1 itemsets are joinable if and only if 
Lk-1 of first item of an itemset > Lk-1 of second item of 
itemset. This property keeps check on replicacy of 
itemsets. 

(2) The prune step: Candidate itemset is always a superset 
of Lk itemsets. Hence Candidate itemsets can be large in 
numbers. In order to minimize we make the use of 
Apriori property described before.  

 
Apriori Algorithm can be used in business analysis in order to 
improve productivity. Consider a scenario of a food store. 
Where different types of customers visit frequently. Out of 
which some are foodie in nature. Such types of customers buy 
the food items that they would love to eat. They do not care 
for money. There are customers who are foodie but they 
cannot spend freely on food items. Most of the customers 
belong to this category. And the third type of customers trend 
to have the food item which would come in bulk and less in 
price. If we find a transaction statement of all types of 
customers and build a transaction database table. We can 
estimate few food items that all three categories of customers 
usually buy. To get a firm idea about the buying behavior of 
the customer we can efficiently make the use of Apriori 
Algorithm. Once we will apply this algorithm, we will get 
few association rules that depict about the food items that are 
in demand. We can get to know about the associations of 
different food items that are fairly in demand. We can make 
few generalizations over such items. We can apply some 
business formula in order to enhance productivity of such 
food items. And there are few food items that rae purchased 
rarely. We can enhance productivity of such food items by 
changing or editing some flavors in it. Apart we can put few 
food items in combinations. Customers can be attracted by 
choosing different types of strategies. Thus Apriori Algorithm 
helps in mining association rules between different food item 
sets. We can get to know about the frequently buying item 
sets. We can find confidence and support. Food Itemsets with 
high confidence are more frequently buying patterns and in 
demand. Item Sets near to the high confidence can be brought 
in high confidence by applying few business strategies on it. 
It helps to improve the quality of the business. For finding 
association rules by using Apriori Algorithm, we have 
WEKA tool that is easily available online. We can even 
analyze the outliers in the food items that are making great no 
factors to the customers. It is a user friendly tool.  
  
3. Casual Approach with Apriori Algorithm 
 
Casual Survey Approach can be defined as the way to collect 
response of some short or close ended questions from public. 
The source would be the text messages wherein we can send 
text messages to number of individuals. We can do this 
survey with the help of whatsapp application (via internet) 
and we can send emails. The source of the survey is pretty 

inexpensive. In surveys like this the research may paralyze 
with biased results. However in order make the research 
personalize and impartial, Casual Survey will be done with 
one on one basis. To send the survey to individuals on the 
phone numbers of clients located in different regions. With 
the help of Whatsapp, Line, etc we can fire survey to 
different audiences. We can make the survey more efficient 
by personalizing the results and ensuring this fact to the end 
users. In this approach, we will consider two transaction 
tables:- casual transaction table T1 and formal real database 
transaction table T2.  
 
Casual transaction table takes the item sets from the Casual 
Survey. In this transaction table, transactions will be taken 
from different customers on the basis of few questions via 
text messages, on whatsapp, casually. By doing this, we can 
have better idea about the customers preference. We will 
integrate the casual transaction table with the real database 
transaction table (transactions will be based on real 
transaction values collected from the billing of a store). We 
will then analyze the result by applying Apriori Algorithm 
on our integrated table. Later on, the results that we will get 
from individual casual transaction table and real database 
transaction table by using Apriori Algorithm will be 
compared with the integrated table. And with the outcomes 
we will mine various association rules. Based on the 
interesting facts if we get some outcome out of customer and 
producer both, then there are the chances of best 
productivity. Therefore in this review paper we would like to 
propose our above stated idea so as to mine best association 
rules that would seem profitable to both the parties. In this 
way we will have three different findings. First we will 
consider transaction table T1 that we will get from Casual 
Survey. We will apply Apriori Algorithm in order to get 
association rules with best confidence. In the second part we 
will work on Real database transaction table T2. We will 
apply Apriori Algorithm over this table so as to get strong 
association rules with high confidence. Then in the final part, 
we will integrate the transactions of both the tables and then 
we will apply Apriori Algorithm on the integrated database 
table so as to get strong association rules. We will compare 
the results of the entire three tables. We will analyze Casual 
Survey Approach thereafter. For the analysis of this 
approach, we will use Weka data mining tool . It is one of 
the most user friendly tools. With the help of Weka the 
business system can identify the areas where they are losing 
money and where exactly they need to work upon in order to 
get profit. The availability of the tool is pretty much easy on 
Google. Below is the schematic diagram for Casual Survey 
Approach Fig. 1. 
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Figure 1: Casual Survey Approach 

 
4. Future Work Aspects 
 
In our next paper, we will provide implementation to our 
proposal. Based on the idea of our research, we will work on 
various data collection from casual survey and real 
transaction database. We will mine association rules and we 
will try association rules strategy on a store. We will then 
analyze at the end of a month if this really a benefit to both 
the customers and the producers. The analysis will be done by 
using WEKA tool. We will analyze in terms of time 
complexity that is how our search varies in all the three 
transaction tables with respect to time. We will try to get an 
efficient approach in terms of space complexity. 
 
5. Conclusions 
 
In this review paper we have discussed basic concepts of data 
mining and association rules. We then discussed Apriori 
Algorithm in order to get frequent itemsets and association 
mining rules. Based on the Apriori Algorithm we put forward 
our concept of Casual Survey Approach in an insight to mine 
profitable association mining rules. We have discussed pros 
and cons of Casual Survey Approach. We have then provided 
a brief overview of Weka tool that we will use to mine 
association rules for all three transaction tables. We have used 
Fig. 1. Casual Survey Approach above, so as to explain the 
approach in more clear form with the help of the diagram. 
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