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Abstract: Cloud computing is a new paradigm for the provision of computing infrastructure; it aims to change the location of the 
computer on the network infrastructure to reduce the maintenance costs of hardware and software resources. Increasing demand in 
cloud computing, in recent time, pushes researchers to improve access to services by developing techniques that allow users in cloud 
computing networks to get better services in terms of optimum performances with lowest possible cost. To evaluate the performances of 
a cloud computing center, most related prior studies were motivated by using analytical models based on queuing theory. However, and 
to the best of our knowledge, a model taking into account the assumption of batch arrivals in the center has never been studied before. 
In this paper, this case is studied by modeling the cloud data center as a (GE/G/m/k) queuing system with GE distribution task arrivals, 
a general service time for requests as well as large number of physical servers and a task buffer of finite capacity. We used this model to 
evaluate the performance analysis of cloud server frames and we get an accurate estimate of the complete probability distribution of the 
request response time and other important performance indicators such as: the mean number of tasks in the system, the distribution of 
waiting time, the probability of immediate service and the blocking probability. 
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1. Introduction 
 
Cloud computing has been used to define applications 
delivered as services over the Internet (as well as the 
hardware and middleware that reside in data centers that are 
used to provide those services) [1]. In this technology three 
main services are provided by the Cloud computing 
architecture according to the needs of IT customers [2].  
 
Firstly, Software as a Service (SaaS) provides access to 
complete applications as a service [3]. Secondly, Platform as 
a Service (PaaS) provides a platform for developing other 
applications on top of it [4]. Finally, Infrastructure as a 
Service (IaaS) provides an environment for deploying, 
running and managing virtual machines and storage. 
Technically, IaaS offers incremental scalability (scale up and 
down) of computing resources and on-demand storage [5]. 
 
 Public cloud refers to situations where the cloud, and in 
particular infrastructure as-a-service, is made available 
publicly to individuals and organizations and is charged 
using metered billing (i.e. pay for what you use). Public 
cloud allows different end users to share hardware resources 
and network infrastructure and examples include Amazon 
and Rackspace. 
 
 The private cloud is targeted at large organizations, and 
generally provides more flexible billing models as well as the 
ability for these users to define secure zones within which 
only their company has access to the hardware and network 
(e.g. Rackspace private cloud, IBM). Hybrid clouds often 
refer to situations where organizations are making use of both 
public and private cloud for their infrastructures. The concept 
of cloud computing also assumes that resources are 
theoretically available on demand, whereby a user of the 
cloud can scale their cloud infrastructure immediately when 
the need arises, i.e. during a traffic surge.  
 

There are a number of areas where results from performance 
engineering of software systems could benefit the area of 
cloud computing. Examples include SaaS performance 
design; autonomics; performance monitoring; resource 
utilization; and data analysis. Figure 1 shows a computer 
service scenario in cloud computing [6]. Due to benefits 
offered by Cloud computing, Quality of Service (QoS) is a 
broad topic in this technology, and some important quality 
measures in cloud’s users prospective have to be evaluated 
[7]. Quantifying and characterizing such performance 
measures requires appropriate models. To model networks 
and estimate its QoS parameters, the queuing theory models 
are a classic and powerful tool [8]. 

 

 
Figure 1: Computer Service Scenario in Cloud Computing 

 
However, and due to the diversity of services in cloud 
computing different tasks can be treated in a cloud center and 
queuing modeling of cloud services has to take into 
consideration the type of tasks that is studied. There have 
been earlier studies which investigate the modeling and 
analyzing of QoS in cloud computing center. However, an 
aspect that has not received enough interest in the research is 
the possibility of batched arrivals. The model proposed in 
this paper consists of a queue where the task arrivals follow a 
generalized exponential (GE) distribution that can be used to 
model distributions where mean and the standard deviation 
are not equal. The service times of tasks are assumed to be 
independent and identically distributed random variables 
following a general distribution.  
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The proposed model can be notated based on Kendall’s 
notation for queuing models as a GE/G/m/m+r queue, which 
indicates that system under consideration contains m servers 
where the tasks are served in a first come first served (FCFS) 
order, and the waiting queue capacity is finite and equal to r. 
These mathematical assumptions make the proposed model 
more convenient for the cloud environment nature, and it 
confer to the model the quality of being close to reality and 
the quality of scalability. Moreover and due to the 
introduction of the finite capacity, the system may experience 
blocking of task requests. 
 
The rest of the paper is organized as follows: In the 
next section we give a brief overview of related work on 
cloud performance evaluation and performance 
characterization of queuing systems. A brief 
presentation of generalized exponential (GE) 
distribution is done in section 3. In section 4 we present 
the proposed model and discuss our analytical model in 
details. In Section 5 we solve our model in order to 
evaluate analytically desired performance metrics. 
Section 6 concludes our discussion. 
 
2. Related Work 
 
Cloud computing provides user a complete software 
environment. It provides resources such as computing power, 
bandwidth and storage capacity. It has engrossed 
considerable investigate attention, but only a diminutive 
portion of the work done so far has addressed performance 
issues, and rigorous analytical approach has been adopted by 
only a handful among these, particularly that adopting 
queuing theory models. 
 
Yang et al. [9] proposed a fault recovery system scheduling 
for cloud services and analyzed the system as an open queue 
problem using a M/M/m/m+r queuing system; the results 
showed that addition of fault recovery increases average 
response time. Xiong et al. [6] modeled a cloud center as the 
classic open network, from which the distribution of response 
time is obtained, assuming that both inter-arrival and service 
times are exponential. Using the distribution of response 
time, the relationship among the maximal number of tasks, 
the minimal service resources and the highest level of 
services was found.  
The cases of queuing system with generally distributed 
service time were the subject of most theoretical analyses. 
However, in these cases the steady state probability, the 
distributions of response time and the queue length have yet 
to be solved exactly. Consequently, researchers have 
developed many methods for approximating its solution. 
 
The authors in [10] refined a diffusion approximation model 
for a M/G/m queue; they solved the equations incorporating 
some known results of the queue into the model. Their 
numerical studies indicate that the refined model provides 
significantly improved performance. However, in many 
practical cloud service situations, the arrivals of jobs are to 
be considered on time dependent in order to have accurate 
prediction of the performance measure of the cloud 
computing [11], and a number of measurements studies have 
reveal that the traffic generated by many real world 
applications exhibit a high degree of burstness and poses 

correlation in the number of request arrivals [12], therefore 
the traditional Poisson process models cannot capture the 
burst nature of request arrival process. Hence it is needed to 
develop queuing model taking into account the 
characteristics of the type of modeled traffic. 
 
The generalization of the M/G/m/m+r model given by 
Khazaei in [13], has been improved in [7] using an MMPP 
model for the task of arriving in the center, thus because the 
diversity and burstness of user requests was made in this 
paper. Modeling arrival process in a queue system using GE 
distribution is a useful tool, as it is a generalization that can 
take into consideration the batch arrivals, and several features 
of the models in which customers arrive singly are 
maintained in this generalization.  
 
There are few works using GE distribution in network 
modeling. Kouvatsos et al. in [14] have extended the model 
proposed in [15] by relaxing the assumption of Poisson 
arrival process using a GE/G/1/K queue to model finite input 
buffer. This paper proposes an analytical model for 
predicting the average worm latency in the hypercube with 
deterministic routing, wormhole switching and finite size 
input buffers. In this work we propose to use a queue system 
modeling for a cloud computing center with generalized 
exponential distribution for arrival tasks, and a general 
distribution for the service times. The system is assumed to 
be with finite capacity; and considering the properties of a 
cloud computing center, we assume that we have a multi-
server system.  
 
3. Generalized Exponential (GE) distribution 
 
The generalized exponential (GE) distribution is a two 
parameter distribution which may be used to approximate 
distributions by matching two moments (as opposed to just 
one moment with the exponential distribution). The 
probability density function (x)f  is given by: 

2

1-                      for =0
( ) (1)

             for  > 0x

x
f x

e xλα

α
α λ −


= 


 

with [ ]0,1α ∈  
The mean of this distribution is 1/ λ  and the squared 
coefficient of variation (SqV), the ratio of the variance to the 
square of the mean, is (2 ) /α α−  . When modeling inter-
arrival times, the GE distribution can model batch Poisson 
arrivals with geometrically distributed batch sizes with 
mean1/α . 
 
Theα term gives an impulse at the origin ( (0) 1f α= − ) 
giving a non-zero probability to a zero inter-arrival time. 
This allows a sequence of one or more zero inter-arrival 
times, and hence non-unit (geometric) batches. A 
deterministic unit batch size is given by setting the geometric 
distribution parameter to zero. 
 
The queue can accommodate geometrically batched 
occurrences of both arrivals and processing completions. 
These batched streams cause transitions within the queue 
whose horizontal component is zero and with vertical 
component (increasing or decreasing queue length) given by 
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a, possibly truncated, geometric distribution showed in 
Figure 2. An arrival stream is truncated when it operates in a 
finite queue. When the arrival of a batch of customers would 
overflow the queue, i.e. the resulting number of customers 
within the queue would exceed the maximum queue length, 
we discard the excess customers and make the transition to 
the top of the queue. Hence, the arrival batch size s is 
distributed as follows: 

1

1

(1 )
( / ) (1 ) (2)

0 otherwise

S

S

if S J r
P i S j J if S J r

α α

α

−

−

 − + <


= = = − + =



 

It follows that arrival streams to infinite queues, where r=∞, 
are never truncated. 

 
Figure 2: Arrival process truncation from level r-k for a 

finite queue 
 
GE distribution is useful for modeling random variables with 
SqV greater than 1, it is still a useful and versatile tool in the 
field of systems modeling. If a GE distribution is used to 
describe the time between arrivals task in a queue and service 
times, it has similar properties to that of the exponential 
distribution. Furthermore, in [16], Kouvatsos has shown that 
the GE distribution is a robust two moment approximation 
for any service time distribution by showing that the mean 
queue length distribution of GE/G/1 queue subject to 
utilization and mean queue length constraints is identical to 
exact equilibrium solution when service distribution is 
represented by a moment-matched GE distribution. 
 
4. The Proposed Analytical Model 
 
4.1 Model Description 
To model a center of cloud computing receiving user’s 
traffic, we propose to use a GE G m k queuing system, 
with k m r= + . In this model we assume that: 
• The time of arrival follows a GE process with parameters 
λ and α ; 

• The service time is assumed to be generally distributed 
with a mean value µ; 

• The system has m servers; 
• The buffer has a finite capacity of size r (the total system 

capacity is then k=m+ r).  
 

 

 
Figure 3: System behavior between two GE arrivals. 

 
To analyze this queue we use the embedded Markov chain 
technique which is based on the selection of Markov points 
where the system receives an arrival batch. So we model the 
total number of tasks in the system, immediately before the 
arrival of a new batch of tasks. It is clear that this process is 
an homogeneous Markov chain with state space: 

{ }0,  1,  2,  ...,  E m r= + . 
In the rest of this paper we use the following notations: 
• A: The inter-arrival time; ( )A x  its distribution function; 

( )f x its density function; and its Laplace transform is 
noted:  

( ) ( )
0

(3)sxA s e f x dx
∞∗ −= ∫  

• B: The service times of tasks which are identically and 
independently distributed according to a general 

distribution with an average service time 1b
µ

= ; 

( )B x the distribution function of B; ( )b x its density 
function; and the Laplace transform of the service time is:  

( ) ( )
0

(4)sxB s e b x dx
∞∗ −= ∫ . 

Residual task service time is the time from a random point in 
task execution until task completion. We will denote it as B+. 
This time is necessary for our model since it represents time 
distribution between a GE batch arrival and departure of the 
task which was in service when task arrival occurred. The 
probability distribution of Laplace transform of residual and 
elapsed task service times is calculated in [17] as:  
 

( ) ( ) ( )1
(5)

B s
B s B s

sb

∗
∗ ∗
− +

−
= =  
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4.2 Model Analysis 
 
As pointed above GE/G/m/m+r queuing system can be 
analyzed by applying the embedded Markov chain technique. 
Therefore we model the number of the tasks in the system 
(both in service and queued) at the moments immediately 
before the arrival of the batch tasks. This Markov chain is 
ergodic, thus, its stationary probability exists. To get the 
latter we need to calculate ,,x y z lp p and p  which 
represent the departure probabilities in the system. The 
Figure 4 shows the state-transition-probability diagram for 
such embedded Markov chain. 

 
Figure 4: State-transition-probability diagram for the 

GE/G/m/m+r embedded Markov chain 
 
Let An and An+1 the moments of nth and (n+1)th batch 
arrivals to the system respectively, while qn and qn+1 
indicate the number of tasks found in the system 
immediately before these arrivals. If vn+1 indicate the 
number of tasks which depart from the system between 
An and An+1, then we need to calculate the transition 
probabilities associated with the embedded Markov 
chain defined as: 1 1n n nq q v k+ += − + , with 0 k< . 
As for a geometric distribution X we 
have 1lim (X k) lim (1 ) 0k

k k
p α α −

→+∞ →+∞
= = − = , we can assume 

that k  is less than a given value maxk  ( maxk k≤ ). 
These transition probabilities are defined by 

[ ]1ij n np prob q j q i+= = = .  

ijp represents the probability that (i+k-j) tasks are 
served during the interval between the arrivals of two 
successive batches. It is obvious that for 

, 0ijj i k p> + = . 
The stationary probability distribution 

[ ]0 1 2, , ,......, m rπ π π π π +=  is defined by 

[ ]lim
n

l nprob q lπ
→+∞

= =  for 0 l m r≤ ≤ + . And it is the 

solution of the equation Pπ π=  where P  is the matrix 
( ); 0 , m rijP p i j= ≤ ≤ + . 

To find the elements of the transition probability matrix P , 
we need to count the number of tasks departing from the 
system between two successive arrivals, as shown in Figure 
3. 
 

4.2.1 Departure Probabilities 
For a task to be served and leaves the system during the inter-
arrival time, its remaining duration (residual service time B+) 
must be shorter than the task inter-arrival time, this result 

presents the probability xp of no task arrivals during residual 
task service time. This probability can be calculated as: 
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In the case when arriving task can be accommodated 
immediately by an idle server we have to evaluate the 
probability that such task will depart before next batch tasks 

arrival. We will denote this probability as yp  and it is 
defined for GE, as follows: 
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The probability that k tasks depart from a server before the 
arrival of a new batch is derived from the two previous 
expressions xp and yp . 
Let A and B be two events such as: 
A: "The task in service is complete and leaves the system 
during the inter-arrival". 
B: "The task which is waiting enters the service, completes 
its service and leaves the system during the inter-arrival". 

( 1)
,

( 1)

( 1)

( 1)* *

P r
P r ( ) (P r ( ))

( )

( ) ( )

l
z l

l

l
x y

l
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 = ∩ 
= ×
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( 1)* *
,: ( ) ( ) (8)

ll
z lThen p B Bα λα λα

−

+   = ×     
Using these values we can compute the transition 
probabilities matrix. 
 
 
 
4.2.2 Transition Matrix 
After calculating the departure probabilities ,,x y z lp p and p , 
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in the embedded Markov chain, we may identify four 
different regions of operation for which different conditions 
hold.  
1 – For , 0iji k j p+ < =  with max0 k k r< ≤ < . 
2 – For i m<  and j m≤  (no waiting), between two 

successive arrivals the probability that i j k− + tasks are 
served with max0 k k r< ≤ <  is:  

max
1 1 1

1

1

1

min( , )

1 min( ,1)

[ (1 ) (1 ) (1 ) ] (1 )

[ (1 )

m i
i i j j k i i k j j k k k

ij i j x x y i k j x x y
k

k w m
s s m s
m x x

k m i s w

p C p p p C p p p

C p p

α α
−

− + − − −
− + −

=

−

= − + =

= − + − − − +

− ×

∑

∑ ∑  

1 1
2 2 1 2 1 2 1 2 2 1

1 2

2 1

min( , )
2

,2 ,2 ,3 ,3
min( ,1)

[ (1 ) (1 ) ]
w s s

s s s s w s s w s s s w s
s z z s z z

s w s
C p p C p p

−
− − − − − − +

= −

− × −∑  

1] (1 ) ( 9 )kα α −−  
3 – For i m and j m≥ ≥ , i.e. all servers are busy during the 
inter-arrival time. Let w i k j= + − with max0 k k< ≤ , 
represents the number of tasks that leave the system between 
two successive Markov points. This number can be between 
0 and infinity, but it is often close to 1. In this model it is 
assumed that w does not exceed 3 i.e. that there are no more 
than three tasks served between two successive arrivals. 
if maxk m r i< + −  then :  

max
1 1 1

1

min( , )

1 m in( ,1)
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ij m x x
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−
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− × −∑  
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if maxk m r i≥ + −  then : 
 

1 1 1
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4 - Finally for i m and j m≥ < , i.e. that all the servers are 

busy at the time of first arrival and i m− tasks are in the 
queue, while after the arrival of the next tasks, there are 
exactly j tasks in the system, no one will be in the queue. The 
transition probability is expressed by: 
if maxk m r i< + −  then: 

max
1 1 1
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if maxk m r i≥ + −  then: 
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5. Performance Evaluation at Steady State 
 
Once we find the matrix P , we can establish the balance 
equations in order to obtain the steady state distribution. We 
need to solve the system formed by the balance equations:  

0
0 (14)

m r

i j ji
j

p i m rπ π
+

=

= ≤ ≤ +∑  

with the normalization equation 
0

1
m r

i
i

π
+

=

=∑ .  

It is still difficult to found an analytic solution for this system 
and therefore a numerical solution is required.  
Once this distribution defined, some performance parameters 
can be computed. 
 
Number of Tasks in the System: 
Using the steady state probabilities, we can establish the 
generating function of the number of tasks 

0

( ) (15)
m r

k
k

k
z zπ

+

=

∏ = ∑ , and therefore we can deduce 

the average number of tasks in the system by deriving the 
above expression, we thus find '(1)p = ∏  . 
 
Waiting and Response Times:  
Response time is a metric that includes any delay that the 
task routed to the center as the traffic may suffer while 
waiting for service.  
Using Little's Law, the average response time is given by:  

(16)
( )(1 )(1 ) m rm r

p pt
λα πλ π ++

= =
−−

 

Where λ  is the average intensity of the GE distribution. 
Let W denotes the waiting time in the steady state, W(x) the 
distribution function and W*(x) its LST. It has been 
demonstrated in [18] that the length of the queue Q has the 
same distribution as W and therefore the number of tasks that 
arrive during the waiting time is expressed as: 

*( ) ( (1 ))Q z W zλ= − . 
For GE distribution, we have demonstrated that Q and W 
have the following distribution:  

*( ) ( (1 )) (17)Q z w zα λα= −  
Proof:  
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( )Q z could also be written as follows: 
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= =

= +∑ ∑  

As we have a finite capacity system (i.e., there may exist 
blocking), we shall use effective arrival rate as: 

(1 )e m rλ λα π += −  
Hence we have: 

*

1
( ) ( ) | (1 ) Q(1 ) (18)

(1 )
e

sz
e m r

s sW s Q z Q
λ λ λα π= −

+

= = − = −
−

 

Moreover, we demonstrated that the LST of response time 
can be written as:  

* * *( ) ( ) ( ) (19)T s W s B s=  
 in which the W*(s) and B*(s) are the LST of waiting time 
and the service time, respectively. 
Proof: 

*

0

( )

* *

( ) ( )

( )
( ) because
( ) * ( ) as W and B are indépendant

( ) * ( )

st

st

s w b

sw sb

T s e dT t

E e
E e T W B
E e E e
W s B s

+∞
−

−

− +

− −

=

=

= = +

=

=

∫

 
The ith central moment, t(i), of the response time distribution 
is given by: 
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Immediate service in the system:  
 
Here we are interested in the probability that the traffic 

routed from the user to the cloud center will get into service 
immediately upon arrival, without any queuing. In this case 
the routing decision of the task will not cause any extra delay. 
 
Get into service immediately upon arrival means that there is 
at least an ideal server and thus the response time would be 
equal to the service time:  

1

0
(20)

m

nq i
i

P π
−

=

= ∑  

Blocking probability:  
The blocking probability is a common measure of network 
performance. It is defined as the probability that the task 
cannot be accepted in the center. It is a very important 
parameter, and it can be decisive in the decision of routing 
traffic, especially when this decision is based on criteria such 
looking for faster service for example. Since GE arrivals are 
independent of buffer state and the distribution of number of 
tasks in the system was obtained, we are able to directly 
calculate the blocking probability of a system with buffer size 
of r: 

( 2 1)r m rP b π +=  

6. Conclusion 
 
In the context of the evolution of cloud computing network, 
to develop realistic models which represent centers of such a 
network appears as a great challenge for researchers. In this 
paper we have proposed an analytical model for performance 
evaluation of a cloud computing data centre using the queue 
GE/G/m/m+r. Owing to the nature of the cloud environment 
and the diversity of needs and demands of users, the 
proposed model uses a Generalized exponential (GE) arrival 
process that reflects the nature of arrivals in the cloud with 
batch Poisson with geometrically distributed batch sizes, a 
general service time, a number of servers and a finite buffer 
capacity. In this model we calculated analytically the 
performance indicators such as the average number of tasks 
in the system, blocking probability, probability of immediate 
service and the average of response time. 
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